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Abstract

The primary objective of this research was to provide the ARB with state-of-
the-science global radiative forcing estimates for black carbon and other aerosols in
conjunction/comparison with other greenhouse gases. These estimates, both at top
of the atmosphere and at the surface, were obtained over 25-year intervals for 2000,
2025, 2050, 2075, 2100, based on Intergovernmental Panel on Climate Change (IPCC)
estimates of emissions over the next century.

Carbon dioxide (CO2) and other greenhouse gases and black carbon (BC) par-
ticulate matter influence global climate. With reference to potential measures to
abate the effect of California emissions of greenhouse gases and particulate matter
on climate, it is necessary to determine the current magnitude of that effect relative
to the estimated full global impact. The present report focuses on global climatic
effects of BC, and, based on an estimate of the percentage of global BC emissions at-
tributable to California, extrapolates that effect to California emissions alone. Since
black carbon particulate matter tends to mix with other particulate material in the
atmosphere, the radiative effect of BC needs to be considered in conjunction with
that of other aerosol species, namely, sulfate, nitrate, ammonium, and primary or-
ganic aerosol; the manner in which BC is mixed with other particulate species is quite
important to its radiative impact. In the current study, we have estimated present-
day BC emissions from California by scaling the recent BC inventory of Bond et al.
[2004] to California on the basis of population. Based on population, California is es-
timated to contribute approximately 0.4% of the global mean direct radiative forcing
attributable to anthropogenic BC aerosol. Assuming that BC is mixed with other
aerosol species, the contribution of California emissions to top of atmosphere direct
radiative forcing is currently estimated to be +0.002 W m−2, predicted to increase
to +0.008 W m−2 in 2100.
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Executive Summary

Background

Assembly Bill 1493 requires the Air Resources Board to develop and adopt regu-
lations that achieve the maximum feasible reduction of greenhouse gases emitted by
passenger vehicles and light-duty trucks and other noncommercial vehicles. The goal
of this Bill is to place California among the forefront of states in adopting measures
to alleviate “global warming”. While CO2 is the predominant greenhouse gas, black
carbon particles also exert a climatic warming influence; an important question is
the relative radiative forcing potentials of CO2 and black carbon aerosols. Motor
vehicles emit a significant amount of fine organic carbon and black carbon (BC) par-
ticles. Recent studies suggest a significant climatic effect of BC particles, released
in part from diesel and gasoline engines. Black carbon particles exert a warming
effect in the atmosphere similar to that of greenhouse gases but, in contrast, cool the
surface of the earth. Their heat-trapping ability depends on the extent to which they
are co-mixed with other substances in more chemically complex particles. Quanti-
tative understanding of the absorbing aerosols role in climate forcing is required to
accurately evaluate the radiative forcing impacts of PM emissions versus those of
greenhouse gases.

The primary objective of this research was to provide the ARB with state-of-
the-science global radiative forcing estimates for black carbon and other aerosols in
conjunction/comparison with other greenhouse gases. These estimates, both at top
of the atmosphere and at the surface, were obtained over 25-year intervals for 2000,
2025, 2050, 2075, 2100, based on Intergovernmental Panel on Climate Change (IPCC)
estimates of emissions over the next century.

Anthropogenic-induced changes in the atmospheric abundance of greenhouse gases
and particulate matter are estimated to make significant contributions to climate
change over the next century [IPCC, 2001]. Important anthropogenic particulate
species include sulfate (and associated inorganic ions) and carbonaceous compounds.
The particles alter the radiative balance of Earth’s surface and atmosphere by two
types for forcings: direct and indirect. Direct radiative forcing is the change in the
net radiative flux (in W m−2) due to the scattering or absorption of radiation by
aerosols. The amount of light scattered and absorbed depends on the optical prop-
erties, which are governed by the refractive indices, size, and shape of the aerosols.
Particles can also change the microphyics of cloud formation by acting as cloud con-
densation nuclei (CCN). Changes in cloud properties, such as albedo and lifetime,
also alter the radiative flux of the atmosphere, and this change is defined as indirect
radiative forcing.

Carbon in particulate matter can take a variety of forms. Typically, these are di-
vided into three main components: organic carbon (OC), a refractory component also
known as elemental carbon (EC), and carbonate carbon (CO2−

3 ). For the purposes of
global radiative forcing emissions inventories, BC is defined as the carbon component
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of particulate matter that absorbs light. For estimates of global radiative forcing, BC
is generally considered as equivalent to EC. The principal source of black carbon is
combustion. Except for natural fires, whose sources are small on a global basis, most
black carbon derives from either biomass burning or fossil fuel combustion.

Both organic and black carbon affect the extinction of solar radiation. Black
carbon is the principal light-absorbing aerosol species (some dust particles and con-
densed aromatic hydrocarbons may also contribute to light absorption), while both
organic and black carbon aerosols are light-scattering species. Carbonate carbon is
a constituent of mineral dust. From a climatic point of view, organic carbon acts
similarly to sulfate in that it largely scatters solar radiation and cools the Earth-
atmosphere system by reflecting some portion of the incoming sunlight back to space
that would otherwise reach the surface. In contrast to sulfate and organic carbon,
black carbon is a strong absorber of solar radiation. By absorbing radiation in the
atmosphere and preventing that radiation from reaching the Earth’s surface, black
carbon has the opposite effects of warming the atmosphere but cooling the surface.

As mentioned previously, particulate matter also affects the climate by means
of indirect forcing. The problem of estimating the indirect forcing of atmospheric
aerosols is very complex as many parameters, such as aerosol size distribution and
chemical composition, may be influential. An additional limitation is the cloud pa-
rameterizations in global models. Cloud formation is a complicated process which
includes updraft velocities, entrainment and detrainment and other subgrid-scale
processes that are difficult to accurately represent in global models with low spatial
resolution. The IPCC [2001] does not state a best estimate for the indirect forcing
of anthropogenic aerosols, but gives an uncertainty range between 0 to -4.8 W m−2.

Methods

Direct radiative forcings of black carbon, primary organic aerosol, and inorganic
system of SO2−

4 /NH+
4 /NO−

3 /H2O aerosol and indirect radiative forcings of sulfate
aerosol are estimated for the years 2000, 2025, 2050, 2075, and 2100. First, the
global distribution for each type of aerosol is simulated for the preindustrial period
and for the years 2000, 2025, 2050, 2075, and 2100 online in a three-dimensional
climate model. Then radiative forcing is calculated at top of the atmosphere and at
the surface for each time period. The climate model used is the the NASA Goddard
Institute for Space Studies General Circulation Model II-prime. Direct radiative
forcing calculation is based on the optical properties of the aerosols, assumed size
distributions, and Mie-scattering theory. Indirect radiative forcing calculation of
sulfate aerosol is based on empirical correlations. The anthropogenic contribution to
radiative forcing is determined by subtracting the preindustrial forcing from the total
forcing.

Three-dimensional global transport of aerosols and relevant gas-phase species is
simulated on-line in the Goddard Institute for Space Studies General Circulation
Model II-prime (GISS GCM II-prime), which is described by Hansen et al. [1983].
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Since the present study was initiated, GISS has completed development of the next
generation version of the GCM II’, which is referred to as the GISS model E [Schmidt
et al., 2005], which has been adopted as the new standard GISS model with the
present version designated as model III. Model E is a reprogrammed, modularized and
documented version of prior GISS climate models including improved representations
of several physical processes. Schmidt et al. [2005] compare simulations with 2◦×2.5◦

and 4◦×5◦ horizontal resolutions, finding that the climatology of the 4◦×5◦ version
is almost as realistic as the finer resolution in most respects.

On-line simulation predicts the concentrations of H2O2, dimethyl sulfide (DMS),
methanesulfonic acid (MSA), SO2, NH3, SO2−

4 , NO−

3 , NH+
4 and aerosol water. Gas-

phase reactions of DMS with OH and NO3 radicals and oxidation of SO2 by OH are
included, as well as aqueous oxidation of SO2 by H2O2 inside clouds. Monthly average
three-dimensional concentration fields for NO3 radicals are imported in the GISS
GCM from the work of Wang et al. [1998] and five-day-average three-dimensional
concentration fields for OH and OH2 are imported from the work of Spivakovsky et al.
[2000]. The concentrations are assumed to be constant for all time periods. For the
purpose of determining aerosol nitrate concentrations, total nitric acid concentration
fields are taken from the the Harvard-GISS GCM for the preindustrial period, 2000,
and 2100 [Mickley et al., 1999]. For the years 2025, and 2050, and 2075, nitric acid
concentrations are interpolated linearly between the 2000 and 2100 results.

Aerosol dynamics and composition are treated with a simple bulk model (no
aerosol size distribution) of internally mixed SO2−

4 , NO−

3 , NH+
4 , and H2O. This mix-

ture is assumed to be in thermodynamic equilibrium with the gas phase. Equilib-
rium concentrations are calculated using the gas-particle inorganic equilibrium model
ISORROPIA [Nenes et al., 1998] at every dynamical time step. All chemical com-
ponents of inorganic aerosol are considered to be infinitely soluble in clouds for the
purpose of computing wet deposition.

Simulation of carbonaceous aerosols follows the methodology of Chung and Sein-
feld [2002]. Carbonaceous aerosols included in the model are black carbon (BC) and
primary organic aerosol (POA). POA are organic particles that are emitted directly
into the atmosphere from fossil fuel, biofuel, and biomass burning. For the purpose
of representing wet scavenging, each of these two classes of aerosol is divided into
hydrophobic and hydrophilic categories, for a total of four tracers for carbonaceous
aerosols.

Organic aerosol can also form in the atmosphere from gas-to-particle conversion
of oxidation products of volatile organic compounds (VOCs). This category of OC is
called secondary organic aerosol (SOA). SOA formation has increased globally since
preindustrial times due to the increase in POA, which provide the absorptive medium
into which the semi-volatile oxidation products can condense. SOA is excluded from
this study because its contribution to the global OC burden is relatively small [Chung
and Seinfeld , 2002]. Also, among the VOCs, only hydrocarbons of biogenic origin
are found to contribute significantly to global SOA formation. Therefore, SOAs are
inherently natural, even though their concentrations increase indirectly as a result of
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anthropogenic activities.
Country-specific inventories of climate change are compiled under the United

Nations Framework Convention on Climate Change [UNFCCC, 2001]. Currently,
over 180 countries subscribe to the agreement, although not all have produced cli-
mate change inventories. Climate change emissions inventories prepared under the
UNFCCC generally conform with guidelines developed by the Intergovernmental
Panel on Climate Change (IPCC). These inventories typically focus on the green-
house gases (CO2, CH4, N2O, HFC, PFC, and SF6); however, most also include
volatile organic compounds (VOC), nitrogen oxides (NOx), and carbon monoxide
(CO) and many include other pollutants such as sulfur dioxide (SO2). To date, the
national climate change inventories do not include BC, OC, or particulate matter.
The global BC emissions inventory of Bond et al. [2004] is employed in the present
study.

To project how global aerosol radiative forcing might change as the current cen-
tury progresses, six different time periods have been simulated: preindustrial (roughly
corresponding to the year 1800), modern day (year 2000), and the years 2025, 2050,
2075, and 2100. For future emission rates, emission scenario A2 of the IPCC Special
Report on Emission Scenarios (SRES) [Nakicenovic and Swart , 2000] is used. An-
thropogenic sulfur emissions for the modern day and the future are prescribed based
on the IPCC SRES A2 emission scenario. Preindustrial sulfur emissions include only
DMS from the oceans and volcanic SO2 emissions. Since atmospheric DMS is bio-
genic in origin, DMS emissions are assumed to be the same for all time periods.
Volcanic emissions of SO2 are also assumed to be constant. Ammonia emissions are
based on the Global Emissions Inventory Activity (GEIA) [Bouwman et al., 1997],
which provides estimated emissions for the year 1990. For the year 2000, annual
emissions of black carbon and primary organic aerosols are taken from the emission
inventory of Bond et al. [2004], with estimated present-day global BC emission rates
being 1.6, 3.3, and 3.0 Tg yr−1 for biofuel, open burning, and fossil fuel, respectively.
Bond et al. [2004] provide only annual emissions; the biomass burning inventory is
distributed monthly by scaling the annual emissions by monthly fire counts of the
Global Burned Area 2000 Project [Grégoire et al., 2003]. Fossil fuel and biofuel
emissions are assumed to be constant throughout the year.

The mixing state of black carbon with other aerosols is important in determin-
ing its radiative effect [Chýlek et al., 1995; Haywood et al., 1997; Myhre et al., 1998;
Jacobson, 2000]. To bound the impact of aerosol mixing state on direct radiative
forcing, two limiting cases are considered. In one case, each aerosol component (sul-
fate, organic carbon, black carbon) is assumed to be contained in physically separate
particles, forming an external mixture. In the other case, each particle consists of a
homogeneous mixture of all species present, i.e. the aerosols are internally mixed.

Several types of aerosol indirect effects have been identified, either observationally
or in theory, based on the various mechanisms through which aerosols perturb cloud
albedo. Twomey [1977] and Twomey et al. [1984] identified the first indirect effect in
which increased cloud condensation nucleus (CCN) concentrations result in increased
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cloud droplet concentrations, smaller drop radii, and more reflective clouds. The
Twomey effect, which is the only indirect effect considered by the IPCC [2001],
assumes there are no aerosol-induced changes in cloud liquid water content or cloud
fraction. Relaxing this assumption allows a number of secondary indirect effects
in which cloud albedo is changed through changes in liquid water content or cloud
fraction [Albrecht , 1989; Boers and Mitchell , 1994; Pincus and Baker , 1994]. Our
understanding of the indirect effects can be represented through models that simulate
aerosol-cloud-climate interactions on scales ranging from cloud parcel models (meters)
to cloud resolving models (kilometers) and ultimately to GCMs (global).

The specific aspect of indirect climate forcing of aerosols that is of interest here is
to estimate the indirect forcing attributable to black carbon aerosols. When initially
emitted into the atmosphere, black carbon particles are assumed in most current
studies to be hydrophobic. By definition, hydrophobic particles will not act as cloud
condensation nuclei and therefore do not contribute to aerosol indirect forcing. It
is generally assumed that black carbon particles become coated with hydrophilic
material as they age in the atmosphere through condensation of gases, principally
sulfuric acid and volatile organics. Once black carbon becomes coated with a soluble
material, the resulting composite particle may act as a CCN; only in this way may
black carbon play a role in indirect forcing.

The approach that is still most widely used to model indirect aerosol forcing on
a global scale is to employ empirical relationships between cloud droplet number
concentration and aerosol sulfate mass [IPCC, 2001]. Using this approach, sulfate
aerosols are implicitly assumed to control indirect aerosol forcing. If black carbon
happens to be present in the sulfate particles as a result of atmospheric processing,
that black carbon acts simply as an insoluble inclusion in the particle. Since sulfate
is highly water-soluble and most sulfate particles are generally large enough to act
as CCN, the effect of the insoluble inclusion on the CCN behavior of the particles is
insignificant.

Hansen et al. [2005] have investigated the efficacies of the first and second aerosol
indirect effects, AIE1 and AIE2, via parameterizations that are included as options in
GISS GCM Model III. The parameterization is based on observed empirical effects of
aerosols on cloud droplet number concentration (Nd) [Menon and Del Genio, 2004].
They include four time-variable aerosols: sulfate (S), nitrate (N), black carbon (BC),
and organic carbon (OC), with the distributions and histories of each of these based
on simulations of Koch et al. [1999] and Koch [2001].

Results

Direct radiative forcing of black carbon is predicted to warm the climate while that
of primary organic aerosol and sulfate aerosol is predicted to cool the climate. Direct
radiative forcings of anthropogenic black carbon and primary organic aerosol are
linearly proportional to their emission rates and are predicted to increase continuously
from 2000 to 2100, whereas, based on IPCC SRES emissions scenario A2, direct
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radiative forcing of SO2−
4 /NH+

4 /NO−

3 /H2O aerosol increases from 2000 to 2050, and
then levels off from 2050 to 2100 because SO2 emissions are predicted to decrease
after 2050. For the same reason, indirect radiative forcing of sulfate follows the same
trend as direct radiative forcing of SO2−

4 /NH+
4 /NO−

3 /H2O aerosol.
Of all particulate species, black carbon exerts the most complex effect on climate.

Like all aerosols, BC scatters a portion of the direct solar beam back to space, which
leads to a reduction in solar radiation reaching the surface of the Earth. This re-
duction is manifest as an increase in solar radiation reflected back to space at the
top of the atmosphere, that is, a negative radiative forcing (cooling). A portion of
the incoming solar radiation is absorbed by BC-containing particles in the air. This
absorption leads to a further reduction in solar radiation reaching the surface. At
the surface, the result of this absorption is cooling because solar radiation that would
otherwise reach the surface is prevented from doing so. However, the absorption
of radiation by BC-containing particles leads to a heating in the atmosphere itself.
Thus, absorption by BC leads to a negative radiative forcing at the surface and a pos-
itive radiative forcing in the atmosphere. Finally, the BC-containing aerosol absorbs
radiation from the diffuse upward beam of scattered radiation. This reduces the solar
radiation that is reflected back to space, leading to a positive radiative forcing at the
top of the atmosphere. This effect is particularly accentuated when BC aerosol lies
above clouds.

Top-of-atmosphere (TOA) forcing for BC is the sum of the negative forcing at
the surface due to scattering of incoming radiation and the positive forcing from
absorption of upward diffuse radiation. The absorption of incoming solar radiation
by BC does not contribute to TOA forcing because it adds heat to the atmosphere
but reduces solar heating at the surface by the same amount. The net effect of BC
is to add heat to the atmosphere and decrease radiative heating of the surface. The
TOA radiative forcing for BC is the sum of the surface (negative) and atmospheric
(positive) forcing.

Estimates of global mean direct forcing are summarized in Tables ES-1 and ES-2.
For internally mixed aerosols, identifying the contribution of each component to the
total radiative forcing is difficult because total radiative forcing is not a just sum
of those due to individual components. For the purpose of estimating the maxi-
mum BC contribution to direct radiative forcing, we take the direct radiative forcing
of BC in an internal mixture to be the difference in radiative forcing between that
of the internal mixture of BC, POA, and SO2−

4 /NH+
4 /NO−

3 /H2O aerosols and that
of an external mixture of POA and SO2−

4 /NH+
4 /NO−

3 /H2O aerosols. The magni-
tude of both TOA and surface forcing for each individual species scales linearly with
predicted global burden. Under the external mixture assumption, the forcing effi-
ciencies at TOA are approximately +2.8 W m−2 per Tg of anthropogenic BC, -0.18
W m−2 per Tg of anthropogenic POA, and -0.12 W m−2 per Tg of anthropogenic
SO2−

4 /NH+
4 /NO−

3 /H2O aerosol, in agreement with forcing efficiencies determined by
Chung and Seinfeld [2002]. At the surface, the forcing efficiencies are -4.5 W m−2 per
Tg of anthropogenic BC, -0.17 W m−2 per Tg of anthropogenic POA, and -0.11 W
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m−2 per Tg of anthropogenic SO2−
4 /NH+

4 /NO−

3 /H2O aerosol. When internally mixed
with other aerosols, the forcing efficiencies of BC increase to +5.4 and -6.4 at TOA
and the surface, respectively.

While cooling of SO2−
4 /NH+

4 /NO−

3 /H2O aerosol is predicted to level off after 2050
as SO2 emission decreases, warming by BC and cooling by POA are predicted to
increase. For BC, anthropogenic direct radiative forcing at TOA is estimated to
increase from +0.4 to +1.1 W m−2 from year 2000 to 2100 if BC is externally mixed
with other aerosols. If BC is internally mixed with POA and SO2−

4 /NH+
4 /NO−

3 /H2O
aerosol, then the increase is from +0.7 to +2.1 W m−2. Compared to BC, the
magnitude of direct radiative forcing of anthropogenic POA is relatively small.

Under the external mixture assumption, by the year 2100, the combined effect
of BC, POA, and SO2−

4 /NH+
4 /NO−

3 /H2O aerosols is that the net cooling at TOA is
almost the same as the present day (∼0.5 W m−2); however, because of increased
absorption of solar radiation by BC in the atmosphere, the cooling at the surface is
more than doubled from -1.5 to -3.6 W m−2. Under the internal mixture assumption,
the effect of BC is even greater. In this case, the net effect of direct radiative forcing
of anthropogenic BC, POA, and SO2−

4 /NH+
4 /NO−

3 /H2O at TOA is changed from net
cooling of 0.1 W m−2 in 2000 to net warming of 0.5 W m−2 by 2100. Clearly, by 2100,
based on the SRES A2 emissions scenario direct radiative forcing of BC is predicted
to be as important as that of SO2−

4 /NH+
4 /NO−

3 /H2O aerosol.
Estimates of global mean indirect forcing attributable to sulfate aerosols are sum-

marized in Table ES-3. As expected, indirect radiative forcing leads to net cooling at
TOA as increased sulfate concentrations leads to increased cloud albedo, reflecting
more solar radiation back to space. Note that the magnitude of the surface forcing
is slightly greater than that at TOA because multiple reflections within the atmo-
spheric column prevent even more solar radiation from reaching the surface. Indirect
radiative forcing is predicted to be largest in the year 2025 as 2025 is the year of the
greatest SO2 emission.

The efficacy of a climate forcing can be defined as the global mean temperature
change produced by the forcing relative to the global mean temperature change pro-
duced by a CO2 forcing of the same magnitude. Hansen introduced this effective
forcing concept and terminology because it was realized that the climate effect of
pollutants such as soot and ozone was complex, depending especially on their spatial
distribution. CO2 provides an apt basis for comparison, because the anthropogenic in-
crease of atmospheric CO2 is the largest anthropogenic climate forcing [IPCC, 2001].
Attempts to slow global warming must focus primarily on restricting CO2 emissions.
Therefore, in considering the merits of reducing other forcings, it is helpful to know
their contributions to global warming relative to that of CO2. Efficacies are com-
puted based on a 100 year simulation (or longer) and therefore include all climate
feedbacks that operate on that time scale.

Absorbing aerosols, like BC, represent the prime climate forcing agent for which
the magnitude of radiative forcing is not necessarily a good indicator of the climate
response, that is, the efficacy can be much different from unity. Hansen et al. [2005]
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Table ES-1: Estimates of Anthropogenic Direct Radiative Forcing
at TOA (W m−2)

Year
Aerosol 2000 2025 2050 2075 2100

Individual Component
BC +0.39 +0.54 +0.68 +0.85 +1.15
POA -0.10 -0.14 -0.17 -0.21 -0.28
SO2−

4 /NH+
4 /NO−

3 /H2O -0.74 -1.31 -1.40 -1.25 -1.37
Mixture

External -0.44 -0.90 -0.89 -0.60 -0.49
Internal -0.10 -0.41 -0.25 +0.17 +0.49

BC contribution to Internal Mixturea

+0.75 +1.03 +1.31 +1.62 +2.13

a BC contribution to forcing of the internal mixture is calculated
as forcing of the internal mixture minus that of an external
mixture of POA and SO2−

4 /NH+
4 /NO−

3 /H2O.
Estimated present-day greenhouse gas radiative forcings [IPCC,
2001]:

CO2: +1.46 CH4: +0.48
N2O: +0.15 Halocarbons: +0.34
Total: +2.43

find that BC aerosols from biomass burning have a calculated efficacy of 59%, while
fossil fuel BC has an efficacy of 79%. Predicted global warming is close to 1◦C when
all the BC is assumed to be in the planetary boundary layer and 0.3◦C when the BC
is all in the free troposphere. Thus the climate efficacy of BC decreases markedly
as more of the BC is found in the upper troposphere. The large change in efficacy
with the altitude of BC is due, in part, to the reduction in cloud cover that results
from heating of the layer by BC. Heating of the layer containing the aerosols lowers
cloud cover in that layer, but that heating also inhibits convection from the layer
below and, in so doing, leads to an increase in cloud cover in the layer below. Roberts
and Jones [2004] studied the climate sensitivity to fossil fuel black carbon using the
Hadley Centre GCM. They obtained a climate sensitivity of 0.56◦C per W m−2 for
BC versus 0.91◦C per W m−2 for CO2. Thus, their fossil fuel BC efficacy is about
62%, as compared with the 79% obtained by Hansen et al. [2005]. Because BC
climate efficacy is so sensitive to the altitude distribution of BC, more work will be
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Table ES-2: Estimates of Anthropogenic Direct Radiative
Forcing at the Surface (W m−2)

Year
Aerosol 2000 2025 2050 2075 2100

Individual Component
BC -0.63 -0.87 -1.09 -1.36 -1.82
POA -0.15 -0.20 -0.26 -0.32 -0.43
SO2−

4 /NH+
4 /NO−

3 /H2O -0.70 -1.25 -1.34 -1.20 -1.31
Mixture

External -1.48 -2.32 -2.70 -2.88 -3.56
Internal -1.74 -2.67 -3.14 -3.42 -4.24

BC contribution to Internal Mixturea

-0.89 -1.22 -1.54 -1.90 2.50

a BC contribution to forcing of the internal mixture is cal-
culated as forcing of the internal mixture minus that of
and external mixture of POA and SO2−

4 /NH+
4 /NO−

3 /H2O.

needed to better constrain these efficacies.

Of critical interest to the present study is to associate the portions of the in-
direct aerosol effect with each aerosol type. Because of the complexity of aerosols,
with internal and external mixtures of various compositions and the idealized repre-
sentations of aerosols in climate models, it is not possible at present to accurately
apportion the indirect effect. Nevertheless, Hansen et al. [2005] make an idealized
apportionment of the indirect effect among aerosol types. Their computation in-
cludes sulfates, nitrates, black carbon and organic carbon as aerosols. They carry
out climate simulations, in which they remove individually the indirect effect of each
of the four time-variable aerosols. This was done by retaining the direct effect of all
aerosols, but excluding a specific aerosol from calculation of the aerosol indirect effect
on clouds. The results of such a run were then subtracted from the results of the
run that included the full direct and indirect effects of all aerosols. Only the effect
of aerosols on cloud cover was considered, but its forcing (-1.01 W m−2) was such as
to approximate the estimate for the total aerosol indirect effect.

Hansen et al. [2005] conclude that with the external mixing assumption the
aerosol indirect effect is apportioned as sulfates (36%), organic carbon (36%), nitrates
(22%), black carbon (6%). But they caution that this estimate, the first of its type,
is highly uncertain.
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Table ES-3: Predicted Indirect Radiative
Forcing of Anthropogenic Sulfate Aerosol (W
m−2)

2000 2025 2050 2075 2100

TOA -0.96 -1.25 -1.25 -0.99 -0.92
Surface -1.04 -1.34 -1.34 -1.06 -0.99

The small contribution of black carbon to aerosol indirect forcing computed by
Hansen et al. is consistent with an assessment based on aerosol mixing state and
the role of BC-containing particles acting as cloud condensation nuclei. Therefore,
for the purposes of the present study, we conclude that indirect aerosol forcing by
black carbon is essentially negligible. Stated differently, the level of indirect aerosol
forcing by black carbon is of a sufficiently small magnitude that it lies well within
the uncertainty bounds of a number of the more important input parameters, such as
emissions and atmospheric mixing state.

According to Bond et al. [2004], BC emissions from contained combustion (i.e.
fossil fuel and biofuel combustion) in North America is currently 382 Gg yr−1. The
total population in North America is 428 million, of which about 35 million live in
California. Using population as a proxy, then current BC emissions from California
due to contained combustion are approximately 31 Gg yr−1, which is approximately
0.4% of the present-day estimated global emission of anthropogenic BC. Assuming
that radiative forcing scales linearly with emission rate, then the State of California is
responsible currently for approximately 0.4% of the global mean direct radiative forc-
ing attributable to BC. Under the external mixture assumption, fossil fuel and biofuel
BC currently emitted in California is predicted to contribute to TOA direct radiative
forcing an amount equal to +0.001 W m−2, with this forcing increasing to +0.005 W
m−2 by 2100. If BC is internally mixed with POA and SO2−

4 /NH+
4 /NO−

3 /H2O, then
the contribution from California increases to +0.002 and +0.008 W m−2 for 2000 and
2100, respectively.

Conclusions

As global SO2 emissions slowly decline according to IPCC SRES emissions sce-
nario A2, anthropogenic black carbon is predicted to become an increasingly impor-
tant contributer to total direct radiative forcing toward the end of the current century.
The effect of black carbon is especially significant if black carbon is internally mixed
with primary organic aerosol and SO2−

4 /NH+
4 /NO−

3 /H2O aerosol. By 2075, a net
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global warming is predicted for the internal mixture of black carbon, primary organic
aerosol, and SO2−

4 /NH+
4 /NO−

3 /H2O. Even when cooling by indirect radiative forcing
of sulfate is considered, warming due to internally-mixed BC can potentially cancel
out the combined cooling due to other aerosols. Based on population, California
is estimated to contribute approximately 0.4% of the global mean direct radiative
forcing of anthropogenic BC.

The motivation of the present study is to obtain an estimate of the climatic effect
of black carbon emissions from the State of California. Given such an estimate, one
can then proceed to compare the relative climatic effects of CO2 and black carbon
emitted by California. This will provide state legislators with information needed
when considering CO2 and BC abatement policies motivated by future climate effects.

As in all studies of global climate effects of gases and aerosols, the most important
input is the emissions themselves. In the current study, we have estimated present-
day BC emissions from California by scaling the recent BC inventory of Bond et al.
[2004] to California on the basis of population. The extent to which this estimate is
accurate is unknown. Therefore, our first recommendation is that the State of Cali-
fornia prepare a current emissions inventory for black carbon particulate matter (We
understand that this is already underway.) Because of the role of BC particulate mat-
ter in both climate and human health effects, this endeavor is highly recommended.

A next step in this overall project is to study climatic effects on California of
greenhouse gas and aerosol radiative forcing over the next century. This would in-
volve evaluating different greenhouse gas and aerosol emission scenarios, with special
attention to the relative emissions of CO2 and black carbon. Climatic effects would
include surface temperature and precipitation rates and patterns. Such a study would
require a GCM having as fine a spatial resolution as possible, so as to be able to re-
solve climatic variations on a spatial scale of California. The results of the current
study can serve as input information to such a climate study.

In this report we have argued that indirect climatic effects of BC on cloud for-
mation are small owing to the fact that BC must become coated by soluble aerosol
material before being able to function as a CCN, and that, on a mass basis, soluble
sulfate and organic carbon substantially exceed that of BC globally. This argument
is supported by the very recent work of Hansen et al. [2005], which estimates that
about 6% of global indirect aerosol forcing can be attributed to BC. Nevertheless,
current estimates of indirect forcing, on the whole, remain quite uncertain; even
more uncertain are the contributions to indirect aerosol forcing by individual aerosol
species. Such contributions are even more difficult to unravel because aerosols in the
atmosphere generally exist as internal mixtures. Research continues to be carried out
actively worldwide aimed at trying to understand and unravel indirect aerosol effects.
Still, the extent to which aerosol indirect forcing (by sulfates and organic aerosols
predominantly) will affect the hydrological cycle in California should be examined
using the best current aerosol/cloud parameterizations available for GCMs.
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1 Introduction

Anthropogenic-induced changes in the atmospheric abundance of greenhouse gases
and particulate matter are estimated to make significant contributions to climate
change over the next century [Intergovernmental Panel on Climate Change (IPCC),
2001]. Radiative forcing and climate impact of greenhouse gases have been studied
extensively in the literature (see e.g. Chapter 9 of IPCC [2001]). These studies point
to emission control of greenhouse gases as a method of curtailing global warming.
Many papers also address the climate forcing of anthropogenic aerosols [Charlson
et al., 1991; Kiehl and Briegleb, 1993; Taylor and Penner , 1994; Boucher and Ander-
son, 1995; Chuang et al., 1997; Feichter et al., 1997; Haywood et al., 1997; Penner
et al., 1997, 1998; Koch et al., 1999; Kiehl et al., 2000; Tegen et al., 2000; Adams
et al., 2001; Ghan et al., 2001; Koch, 2001; Jacobson, 2000; Chung and Seinfeld ,
2002], but most of them emphasize only present-day emission scenarios. Quantita-
tive understanding of the aerosol’s role in climate forcing due to increased emissions
in future scenarios is required to accurately access the radiative forcing impacts of
anthropogenic particle emission versus those of greenhouse gases.

Important anthropogenic particulate species include sulfate (and associated inor-
ganic ions) and carbonaceous compounds. The particles alter the radiative balance
of Earth’s surface and atmosphere by two types for forcings: direct and indirect.
Direct radiative forcing is the change in the net radiative flux (in W m−2) due to
the scattering or absorption of radiation by aerosols. The amount of light scattered
and absorbed depends on the optical properties, which are governed by the refractive
indices, size, and shape of the aerosols. Particles can also change the microphyics
of cloud formation by acting as cloud condensation nuclei (CCN). Changes in cloud
properties, such as albedo and lifetime, also alter the radiative flux of the atmosphere,
and this change is defined as indirect radiative forcing.

The first-order estimate of the climate impact of an atmospheric constituent is the
radiative forcing it induces, which measures the net change in incoming and outgoing
irradiance, usually calculated at top of the atmosphere (TOA) or at the tropopause.
The concept of radiative forcing as a measure of climate change is justified by the
assumption that, for small perturbations, the equilibrium global and annual mean
surface air temperature change (∆[T̄s]) is approximately linearly related to the global
and annual mean radiative forcing (∆[F̄ ]), i.e.

∆[T̄s] = λ∆[F̄ ], (1)

where λ is the climate sensitivity in units of K W−1 m2. Indeed, climate model
experiments have shown that, for relatively spatially homogeneous radiative forcing,
λ is reasonably independent of the nature of the forcing within an individual climate
model (within 20%). For example, Hansen et al. [1984,1997] , Forster et al. [2000],
and Joshi et al. [2003], show that the climate responses for doubled CO2 and a 2%
increase in solar irradiance are remarkably similar even though solar forcing affects
shortwave radiation and CO2 mainly affects longwave radiation.
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An important factor in the linear relationship of Equation (1) is that ∆[F̄ ] needs
to be defined appropriately. The IPCC Assessment [IPCC, 2001] defines radiative
forcing as the “change in net (down minus up) irradiance (solar plus long-wave; in W
m−2) at the tropopause AFTER allowing for stratospheric temperatures to readjust
to radiative equilibrium, but with surface and tropospheric temperature and state
held fixed at the unperturbed values.” The rationale for using this adjusted (instead
of instantaneous) forcing is that the radiative relaxation time of the stratosphere is a
few weeks, much faster than the decadal timescale for the surface-troposphere system,
which is governed by the thermal inertial of the ocean [Hansen et al., 1997; Shine
and Forster , 1999]. Because radiative forcing for tropospheric aerosols is normally
reported in the literature as the instantaneous forcing at TOA, unless otherwise noted,
forcings for aerosols reported in this study are instantaneous forcings at TOA. Note
that for tropospheric aerosols that only affect shortwave radiation, such as sulfate
and BC, the instantaneous forcing at TOA, instantaneous forcing at tropopause,
and adjusted forcing at tropopause are approximately equal [Hansen et al., 1997];
therefore, no accuracy is lost in using the instantaneous forcing instead of the adjusted
forcing for BC or sulfate.

Direct radiative forcing by sulfate aerosols has received much attention over the
past decade. Sulfate aerosols cool the climate by scattering solar radiation, resulting
in less radiative heating in the atmosphere and at the surface of the Earth. Esti-
mates of global mean direct forcing of sulfate aerosols range between -0.29 and -0.95
W m−2 [Charlson et al., 1991; Kiehl and Briegleb, 1993; Taylor and Penner , 1994;
Boucher and Anderson, 1995; Chuang et al., 1997; Feichter et al., 1997; Haywood
et al., 1997; Penner et al., 1997, 1998; Koch et al., 1999; Kiehl et al., 2000; Tegen
et al., 2000; Adams et al., 2001; Ghan et al., 2001]. Variabilities in the predicted
global distribution of sulfate aerosols account for some of the disagreement, but dif-
ferences in assumptions regarding the optical properties of sulfate aerosols play the
most significant role in the wide range of estimates. Specifically, the optical proper-
ties are strongly dependent on the the amount of water associated with the aerosol.
Adams et al. [2001] showed that the calculated forcing is extremely sensitive to how
the effect of water uptake on aerosol is taken into account. Also, even thought nitrate
and ammonium ions contribute a small amount of mass to inorganic aerosol, their
influence in water uptake contributes a nontrivial mass to the total aerosol mass.

Carbon in particulate matter can take a variety of forms. Typically, these are
divided into three main components: organic carbon (OC), a refractory component
also known as elemental carbon (EC), and carbonate carbon (CO2−

3 ). The split
between EC and OC can be measured by different methods, but is typically obtained
by measuring the amount that pyrolizes at different temperatures. Soot generally falls
in the EC fraction. For the purposes of global radiative forcing emissions inventories,
BC is defined as the carbon component of particulate matter that absorbs light.
Methods that measure light absorption in particulate matter assume that BC is the
only light absorbing component present, while methods that rely on the partitioning
of EC and OC use a somewhat arbitrary division point. For estimates of global
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radiative forcing, BC is generally considered as equivalent to EC. Some components
of OC may also be light-absorbing; in this case, inventories of BC and OC may
overlap.

The principal source of black carbon is combustion. Except for natural fires, whose
sources are small on a global basis, most black carbon derives from either biomass
burning or fossil fuel combustion. The principal types of biomass burning include (1)
savanna fires to clear and renew land, (2) forest fires for clearing purposes, (3) burning
of agricultural waste to clear land, (4) the burning of wood to produce charcoal and
(5) the burning of wood, agricultural wastes, charcoal and dung for domestic fuel.
Each of these processes produces organic carbon as well, although the ratio of BC to
OC in emissions varies depending on the type of fuel and the manner of burning. For
example, savanna fires typically have a larger ratio of BC/OC than forest fires. This
is because savanna fires typically burn in a flaming mode which enhances emissions
of BC, while forest fires are a combination of flaming and smoldering. The principal
sources of black carbon from fossil fuel emissions derive from diesel fuel use and coal
combustion.

Black carbon is a strong absorber of visible and near-IR light; therefore, black car-
bon concentrations can be determined by light-absorption measurements of particles
collected on filters [Lindberg et al., 1999]. In contrast, aerosol organic carbon repre-
sents an aggregate of hundreds of individual compounds with a wide range of chemical
and thermodynamic properties, making concentration measurements difficult using
any single analytical technique. Instead, aerosol OC content is usually determined
from the difference between total carbon and black carbon contents [Turpin et al.,
2000]. While some OC components may absorb light, most researchers assume that
OC has negligible absorption of solar radiation. Particulate emission factors are gen-
erally stated for BC and OC with an aerodynamic diameter of less than or equal to
2.5 µm (PM2.5). In some cases, however, the literature uses different measures, such
as BC in PM1.0 (submicron PM), or PM10 (less than or equal to 10 µm.)

Organic carbon is the most abundant carbonaceous species. It may be primary if
introduced directly into the atmosphere in the form of particles by various combustion
and natural sources, or secondary if produced in the atmosphere by gas-to-particle
conversion of anthropogenic and biogenic precursor gases. The term “organic carbon”
is used to denote the total organic aerosol fraction, which is composed of a large
number of individual compounds that determine the optical and CCN properties of
this fraction. Both organic and black carbon affect the extinction of solar radiation.
Black carbon is the principal light-absorbing aerosol species (some dust particles and
condensed aromatic hydrocarbons may also contribute to light absorption), while
both organic and black carbon aerosols are light-scattering species. Carbonate carbon
is a constituent of mineral dust.

From a climatic point of view, organic carbon acts similarly to sulfate in that it
largely scatters solar radiation and cools the Earth-atmosphere system by reflecting
some portion of the incoming sunlight back to space that would otherwise reach the
surface. The total global mean direct radiative forcing of organic carbon from fossil
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fuel and biomass burning is estimated to be between -0.3 to -0.8 W m−2 [Koch, 2001;
Chung and Seinfeld , 2002]. The discrepancy is due to differences in predicted total
global burden and assumption of water uptake, which affects optical properties.

In contrast to sulfate and organic carbon, black carbon is a strong absorber of solar
radiation. By absorbing radiation in the atmosphere and preventing that radiation
from reaching the Earth’s surface, black carbon has the opposite effects of warming
the atmosphere but cooling the surface. If black carbon is assumed to be contained
in particles physically separated from other types of aerosol, forming an external
mixture, it exerts an estimated warming of 0.27 to 0.51 W m−2 [Chung and Seinfeld ,
2002; Koch, 2001; Jacobson, 2000]. However, the overall direct radiative impact of
BC depends strongly on the manner in which it is mixed with non-absorbing aerosols,
such as sulfate and organic carbon [Chung and Seinfeld , 2002; Lesins et al., 2002;
Jacobson, 2000; Chýlek et al., 1995]. Jacobson [2000] estimates that if BC is assumed
to be internally mixed with other aerosols instead of externally mixed, the globally
averaged radiative forcing increases from 0.27 to 0.78 W m−2. Similarly, Chung and
Seinfeld [2002] estimate an increase from 0.51 to 0.8 W m−2. Since BC particles
are emitted from the same types of processes as those of other aerosol, e.g. with OC
from biomass burning and with OC and sulfates from fossil fuel, and all aerosols
undergo atmospheric processing such as gas-to-particle conversion and coagulation,
BC remaining completely externally mixed in the atmosphere is unlikely. On the
other hand, BC is largely immiscible with other aerosol species so that a fully internal
mixture is also not likely. Jacobson [2000] suggested that BC can be represented as
contained in a core surrounded by a shell of of other species. Using the core model,
Jacobson [2000] estimated the contribution of BC to radiative forcing to be 0.54 W
m−2, which is in between that of the externally- and internally-mixed cases. While
the exact manner in which BC is mixed with other species is not known, and almost
certainly varies globally, to determine the contribution of BC to climate forcing, BC
cannot be considered independently of other aerosols.

As mentioned previously, particulate matter also affects the climate by means of
indirect forcing. The uncertainty in the estimated present-day magnitude of indi-
rect forcing is even greater than that of direct forcing. The so-called first indirect
effect refers to the increase in cloud reflectivity when anthropogenic aerosols serve as
cloud condensation nuclei (CCN), leading to increased cloud droplet concentration
with decreased droplet sizes [Twomey , 1977]. Other types of indirect effects have
been identified, such as increased cloud lifetime associated with decreased precipi-
tation in clouds of smaller droplets [Albrecht , 1989], but these effects have yet to
be studied in global simulations. The problem of estimating the indirect forcing of
atmospheric aerosols is very complex as many parameters, such as aerosol size distri-
bution and chemical composition, may be influential. An additional limitation is the
cloud parameterizations in global models. Cloud formation is a complicated process
which includes updraft velocities, entrainment and detrainment and other subgrid-
scale processes that are difficult to accurately represent in global models with low
spatial resolution. The IPCC [2001] does not state a best estimate for the indirect
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Table 1: Summary of Inorganic Aerosol Model

Online Tracers Offline Species Thermodynamicsa

H2O2 Species Reference Gas Phase Aerosol Phase
SO2 OH, OH2 Spivakovsky et al. [2000] NH3 NH+

4

SO4 NO3 Mickley et al. [1999] HNO3 H+

MSA HNO3 Wang et al. [1998] H2O NO−

3

DMS SO2−
4

NH3 HSO−

4

NH4 OH−

H2O

a Using ISORROPIA from Nenes et al. [1998].

forcing of anthropogenic aerosols, but gives an uncertainty range between 0 to -4.8
W m−2.

The purpose of this study is to estimate future radiative forcing of black carbon,
organic carbon, and sulfate aerosols. The values of radiative forcing, both at top of
the atmosphere (TOA) and at the surface, are predicted over 25-year intervals for
2000, 2025, 2050, 2075, 2100 based on IPCC estimates of emissions over the next
century.

2 Model Description

2.1 Aerosol Simulation

Simulation of aerosol processes follows that of Adams et al. [1999], Adams et al.
[2001], and Chung and Seinfeld [2002]. Description of the model is given in the next
few sections.

2.1.1 Goddard Institute for Space Studies General Circulation Model

II-prime

Three-dimensional global transport of aerosols and relevant gas-phase species is
simulated on-line in the Goddard Institute for Space Studies General Circulation
Model II-prime (GISS GCM II-prime), which is described by Hansen et al. [1983].
The model solves simultaneous equations for conservation of energy, momentum,
mass, water vapor, and the equation of state. The version of the GISS GCM used
for this study has horizontal resolution of 4◦ latitude by 5◦ longitude with 2◦ latitude
circles at the poles and nine σ layers in the vertical, from the surface to 10 mbar. The

5



vertical layers are centered approximately at 959, 894, 786, 634, 468, 321, 201, 103,
and 27 mbar. The GCM surface layer is 50 mbar thick. Updates to the model include
a new boundary layer parameterization that uses a scheme that incorporates a finite
modified Ekman layer [Hartke and Rind , 1997], a new land surface model [Rosenzweig
and Abramopoulos, 1997], and new treatment of clouds [Del Genio and Yao, 1993;
Del Genio et al., 1996]. The GCM utilizes a fourth-order scheme for momentum
advection. Tracers, heat, and moisture are advected each dynamical time step by
the model winds using the quadratic upstream scheme, which is mathematically
equivalent to the second-order moment method of Prather [1986]. Rind and Lerner
[1996] provide a detailed discussion of the GCM relavant to tracer transport. The
dynamical time step for tracer processes is 1 hour. The version of GISS GCM-II’
emplys monthly mean ocean temperature maps.

The current study employs the GISS General Circulation Model II’. With a 4◦×5◦

global resolution, this GCM is one of the more coarsely resolved among the GCMs
in use worldwide for climate studies. We have used this GCM because its coarser
resolution has allowed the inclusion of aerosol physics and chemistry at a level of
detail that was not heretofore possible with more highly resolved GCMs. With the
increasingly faster computational facilities available in many laboratories, it has now
become possible to integrate detailed aerosol physics into finer-resolution GCMs. One
example is the Max Planck Institute for Meteorology in Hamburg ECHAM5-HAM
[Stier et al., 2004].

Since the present study was initiated, GISS has completed development of the next
generation version of the GCM II’, which is referred to as the GISS model E [Schmidt
et al., 2005], which has been adopted as the new standard GISS model with the
present version designated as model III. Model E is a reprogrammed, modularized and
documented version of prior GISS climate models including improved representations
of several physical processes. Schmidt et al. [2005] provide extensive comparisons of
the atmospheric model climatology with observations. Principal model shortcomings
include ∼25% regional deficiency of summer stratus cloud cover off the west coast
of the continents with resulting excessive absorption of solar radiation by as much
as 50 W m−2, deficiency in absorbed solar radiation and net radiation over other
tropical regions by typically 20 W m−2, sea level pressure too high by 4-8 hPa in
the winter in the Arctic and 2-4 hPa too low in all seasons in the tropics, deficiency
of rainfall over the Amazon basin by about 20%, deficiency in summer cloud cover
in the western United States and central Asia by ∼25% with a corresponding ∼5◦C
excessive summer warmth in these regions. Schmidt et al. [2005] compare simulations
with 2◦×2.5◦ and 4◦×5◦ horizontal resolutions, finding that the climatology of the
4◦×5◦ version is almost as realistic as the finer resolution in most respects.

Since the goal of the present study is global direct aerosol forcing, the GISS GCM
II’ is expected to be quite adequate by comparison with other more highly resolved
GCMs. A next logical step would be to study climatic effects of greenhouse and
aerosol forcing over the next century, especially at the spatial scale of the State of
California. For this, a more highly spatially resolved GCM would be desirable.
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2.1.2 Wet Deposition

Wet deposition of dissolved tracers follows the GCM treatment of liquid water,
which is described by Del Genio and Yao [1993] and Del Genio et al. [1996]. The
GCM distinguishes between large-scale (stratiform) and convective clouds. During in-
cloud scavening, gas-phase tracers dissolve in cloud water according to their effective
Henry’s law constants. Hydrophilic aerosols are assumed to be infinitely soluble, but
hydrophobic aerosols are insoluble. Transport of dissolved chemical tracers follows
the convective air mass, and scavenging is applied only to species within or below the
cloud updraft. Moist convection includes a variable mass flux scheme determined by
the amount of instability relative to the wet adiabat, two plumes, one entraining and
one nonentraining, as well as compensating subsidence and downdrafts [Del Genio
and Yao, 1993]. All liquid water associated with convective clouds either precipitates,
evaporates, or detraines within the one hour GCM dynamical time step, and the dis-
solved chemical tracers are either deposited (in case of precipitation) or returned to
the air (in case of evaporation or detrainment) in corresponding proportions. All
water condensed above a certain level (typically 550 mbar) is detrained into cirrus
anvils and added to the large-scale cloud liquid water content, which is carried as
a prognostic variable in the GCM. For large-scale clouds, in-cloud tracers are re-
dissolved into cloud water (using Henry’s law coefficients) and scavenged according
to a first-order rate loss parameterization that depends on the rate of conversion of
cloud into rain water. Below both types of clouds, aerosols and soluble gases are
scavenged according to a first-order parameterization that depends on the amount
of precipitation [Koch et al., 1999]. Dissolved tracer is returned to the atmosphere if
precipitation from either type of cloud evaporates.

2.1.3 Dry Deposition

Dry deposition occurs in the lowest model layer. Deposition velocity is based on
the resistance-in-series parameterization of Wesely and Hicks [1977]. Aerodynamic
resistances are computed as a function of GCM surface momentum and heat fluxes.
Surface resistances are scaled to the resistance of SO2, which is parameterized as a
function of local surface type, temperature, and insolation [Wesely , 1989]. All tracers
except for H2O2 are assumed to be nonreactive at the surface.

2.1.4 Inorganic Aerosols

On-line simulation predicts the concentrations of H2O2, dimethyl sulfide (DMS),
methanesulfonic acid (MSA), SO2, NH3, SO2−

4 , NO−

3 , NH+
4 and aerosol water. Gas-

phase reactions of DMS with OH and NO3 radicals and oxidation of SO2 by OH are
included, as well as aqueous oxidation of SO2 by H2O2 inside clouds. Monthly average
three-dimensional concentration fields for NO3 radicals are imported in the GISS
GCM from the work of Wang et al. [1998] and five-day-average three-dimensional
concentration fields for OH and OH2 are imported from the work of Spivakovsky et al.
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Table 2: Summary of Chemical Reactions for Modeling Inorganic Aerosols

Gas Phase Aqueous Phase

DMS + OH → SO2 SO2(g) ⇔ SO2(aq)
DMS + OH → 0.75SO2 + 0.25MSA H2O2(g) ⇔ H2O2(aq)
DMS + NO3 → HNO3 + SO2 SO2(aq) + H2O → HSO−

3 + H+

SO2 + OH → H2SO4 HSO−

3 + H2O2 → SO2−
4 + H2O + 2H+

HO2 + HO2 → H2O2 + O2

H2O2 + hν → H2O + HO2

H2O2 + OH → H2O + HO2

NH3 + OH → products

[2000]. The concentrations are assumed to be constant for all time periods. For the
purpose of determining aerosol nitrate concentrations, total nitric acid concentration
fields are taken from the the Harvard-GISS GCM for the preindustrial period, 2000,
and 2100 [Mickley et al., 1999]. For the years 2025, and 2050, and 2075, nitric acid
concentrations are interpolated linearly between the 2000 and 2100 results.

Aerosol dynamics and composition are treated with a simple bulk model (no
aerosol size distribution) of internally mixed SO2−

4 , NO−

3 , NH+
4 , and H2O. This mix-

ture is assumed to be in thermodynamic equilibrium with the gas phase. Equilib-
rium concentrations are calculated using the gas-particle inorganic equilibrium model
ISORROPIA [Nenes et al., 1998] at every dynamical time step. All chemical com-
ponents of inorganic aerosol are considered to be infinitely soluble in clouds for the
purpose of computing wet deposition. A summary of the inorganic aerosol modeling
is given in Tables 1 and 2.

2.1.5 Carbonaceous Aerosols

Simulation of carbonaceous aerosols follows the methodology of Chung and Sein-
feld [2002]. Carbonaceous aerosols included in the model are black carbon (BC) and
primary organic aerosol (POA). POA are organic particles that are emitted directly
into the atmosphere from fossil fuel, biofuel, and biomass burning. For the purpose
of representing wet scavenging, each of these two classes of aerosol is divided into
hydrophobic and hydrophilic categories, for a total of four tracers for carbonaceous
aerosols. As mentioned in Section 2.1, hydrophobic aerosols are considered to be
completely insoluble while hydrophilic aerosols are considered to be infinitely solu-
ble. Of the total black carbon emitted, 80% is assumed to be hydrophobic, while
50% of the primary organic aerosol is assumed be to hydrophobic; the remaining
portions are assumed be to hydrophilic [Cooke et al., 1999]. Increased solubility of
carbonaceous particles is generally considered to result from coating of the aerosol
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Table 3: Summary of Carbonaceous Aerosol Model

Tracers Hydrophobic→Hydrophilic Conversion

Hydrophobic BC
d[BC]hydrophobic

dt
= −[BC]hydrophobice

−t/τdecay

Hydrophilic BC
d[BC]hydrophilic

dt
= +[BC]hydrophobice

−t/τdecay

Hydrophobic POA
d[POA]hydrophobic

dt
= −[POA]hydrophobice

−t/τdecay

Hydrophilic POA
d[POA]hydrophilic

dt
= +[POA]hydrophobice

−t/τdecay

τdecay=1.15 days

by soluble species such as sulfuric acid or sulfate. Accurate modeling of solubility
would require knowledge of the rate at which ambient carbonaceous aerosols acquire
a coating of hydrophilic material and also the hygroscopic behavior of the resulting
particles, information that is not generally available. In the absence of such infor-
mation, we adopt the estimate from Cooke et al. [1999], that ambient conversion of
carbonaceous aerosol from a hydrophobic to a hydrophilic state occurs with an ex-
ponential decay lifetime of τdecay=1.15 days. A summary of the carbonaceous model
is given in Table 3.

Organic aerosol can also form in the atmosphere from gas-to-particle conversion
of oxidation products of volatile organic compounds (VOCs). This category of OC is
called secondary organic aerosol (SOA). SOA formation has increased globally since
preindustrial times due to the increase in POA, which provide the absorptive medium
into which the semi-volatile oxidation products can condense. SOA is excluded from
this study because its contribution to the global OC burden is relatively small [Chung
and Seinfeld , 2002]. Also, among the VOCs, only hydrocarbons of biogenic origin
are found to contribute significantly to global SOA formation. Therefore, SOAs are
inherently natural, even though their concentrations increase indirectly as a result of
anthropogenic activities.

2.2 Emission Scenarios

Country-specific inventories of climate change are compiled under the United
Nations Framework Convention on Climate Change [UNFCCC, 2001]. Currently,
over 180 countries subscribe to the agreement, although not all have produced cli-
mate change inventories. Climate change emissions inventories prepared under the
UNFCCC generally conform with guidelines developed by the Intergovernmental
Panel on Climate Change (IPCC). These inventories typically focus on the green-
house gases (CO2, CH4, N2O, HFC, PFC, and SF6); however, most also include
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volatile organic compounds (VOC), nitrogen oxides (NOx), and carbon monoxide
(CO) and many include other pollutants such as sulfur dioxide (SO2). To date, the
national climate change inventories do not include BC, OC, or particulate matter.

By 2004, there exist seven global or regional emissions inventories that include
BC. The Global Emission Inventory Activity (GEIA) [Penner et al., 1993], developed
as part of the International Global Atmospheric Chemistry (IGAC) project, estimates
global BC emissions in a 1◦ by 1◦ grid, for an inventory base year of 1990. Global
BC inventories have also been developed by Cooke et al, as part of ECHAM4 [Cooke
et al., 1999]; by Cooke and Wilson [1996], and by Liousse et al. [1996]. Streets also
developed a province-level BC emissions inventory for China as part of the CHINA-
MAP project [Streets et al., 2001]. Two of these inventories, ECHAM4 and Liousse
et al, include OC as well as BC. Recently, Schaap et al. [2004] presented an updated
BC emissions inventory for Europe. The global BC emissions inventory of Bond et al.
[2004] is employed in the present study.

One important source of information on BC emissions is the body of particulate
composition data developed over the last 20 years as part of “source apportionment”
studies designed to identify the important emission sources contributing to elevated
levels of respirable particulate matter. Many particulate matter fingerprints devel-
oped for these studies include EC which, as noted above, is considered as roughly
equal to BC.

EPA’s SPECIATE database includes almost 200 measurements of the percent-
age of EC, OC, and other components of PM2.5 [U.S.E.P.A., 1999]. Other sources
of particulate fingerprint data include: the California Air Resources Board (CARB)
speciation manual [C.A.R.B., 1999], measurements carried out under the Northern
Front Range Air Quality Study [Zielinska et al., 1998], and data compiled by Desert
Research Institute [Chow and Watson, 1995]. BC emission factors can be estimated
by applying EC speciation factors to PM2.5 emission factors, from sources such as
EPA’s Compilation of Emission Factors (AP-42) [U.S.E.P.A., 1991]. Alternatively,
speciation factors can be applied directly to the PM2.5 emissions inventories to esti-
mate BC emissions. In addition, separate EC emissions estimates have been published
for a number of emission source types as a result of fingerprint analyses. Because
we rely directly on the global BC emissions inventory of Bond et al. [2004], it is not
necessary to go through calculations such as above.

The IPCC Special Report on Emission Scenarios (IPCC SRES) [Nakicenovic and
Swart , 2000] describes several emission scenarios to explore the uncertainties behind
potential trends in global developments and GHG emissions. Included in the report
are four scenario families that are representative of a broad range of driving forces
from demographic to social and economic developments, but exclude catastrophic fu-
tures, such as large-scale environmental or economic collapses. Each family of SRES
scenarios includes a descriptive part (called a “storyline”). The storylines differ in
how global regions interrelate, how new technologies diffuse, how regional economic
activities evolve, how protection of local and regional environments is implemented,
and how demographic structure changes. Within each family are a number of al-
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Table 4: Summary of Estimated Global Emissions of Aerosol Components and
Gaseous Aerosol Precursors

Emission Rates

Species Units Preindustrial Modern Day 2025 2050 2075 2100
BC Tg yr−1 0.7 7.9 10.6 13.1 16.1 21.5
POA Tg yr−1 3.8 33.4 44.5 55.3 67.4 88.3
SO2 Tg S yr−1 4.8 73.8 110 110 74.0 65.1
NH3 Tg N yr−1 18.2 55.5 75.6 87.5 102 116
DMS Tg S yr−1 26.0 26.0 26.0 26.0 26.0 26.0

ternative interpretations on global and regional developments and their implications
for GHG, ozone precursors, and sulfur emissions. Each of these scenarios is con-
sistent with the broad framework specified by the storyline of the scenario family.
All four SRES “futures” represented by the distinct storylines are treated as equally
possible and there are no “best guess”, “central”, “business-as-usual”, “surprise” , or
“disaster” futures.

To project how global aerosol radiative forcing might change as the current cen-
tury progresses, six different time periods have been simulated: preindustrial (roughly
corresponding to the year 1800), modern day (year 2000), and the years 2025, 2050,
2075, and 2100. According to the IPCC [2001], emission scenario A2 represents
middle of the road in terms of anthropogenic radiative forcing; therefore, emission
scenario A2 is chosen for this study to provide the “central” estimates for anthro-
pogenic aerosol radiative forcing. The A2 storyline and scenario family describes a
very heterogeneous world. The underlying theme is self-reliance and preservation of
local identities. Fertility patterns across regions converge very slowly, which results
in high population growth. Economic development is primarily regionally oriented
and per capita economic growth and technological change are more fragmented and
slower than in other storylines. A summary of the emissions of all relevant species
for all time periods is given in Table 4 and shown in Figure 1.

Anthropogenic sulfur emissions for the modern day and the future are prescribed
based on the IPCC SRES A2 emission scenario. Preindustrial sulfur emissions include
only DMS from the oceans and volcanic SO2 emissions. Since atmospheric DMS is
biogenic in origin, DMS emissions are assumed to be the same for all time periods.
Volcanic emissions of SO2 are also assumed to be constant. Note that, as indicated
in Figure 1, SO2 emissions are predicted to increase from 2000 to 2025, and then to
decrease after 2050 due to sulfur emission control policies.

Ammonia emissions are based on the Global Emissions Inventory Activity (GEIA)
[Bouwman et al., 1997], which provides estimated emissions for the year 1990. Nat-
ural emissions of ammonia from the oceans, undisturbed soils, and wild animals are
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Figure 1: Estimated global emissions of aerosol components and gaseous aerosol
precursors.

assumed to be unchanged from preindustrial time to 2100. Emissions from synthetic
fertilizers, industrial processes, and fossil fuel are assumed to be zero for the prein-
dustrial period. Similar to carbonaceous aerosols, preindustrial biomass emissions of
NH3 are set to 10% of the modern day level. Emissions from livestock, crops, humans,
and pets are assumed to be proportional to human population, which is taken to be
20% of the present day value in 1800. Since agriculture is the main anthropogenic
source of both N2O and ammonia emissions, anthropogenic emissions for the the
years 2000 to 2100 are scaled with the N2O emissions prescribed in the IPCC SRES
A2 scenario.

For the year 2000, annual emissions of black carbon and primary organic aerosols
are taken from the emission inventory of Bond et al. [2004], with estimated present-
day global BC emission rates being 1.6, 3.3, and 3.0 Tg yr−1 for biofuel, open burning,
and fossil fuel, respectively. Bond et al. [2004] provide only annual emissions; the
biomass burning inventory is distributed monthly by scaling the annual emissions by
monthly fire counts of the Global Burned Area 2000 Project [Grégoire et al., 2003].
Fossil fuel and biofuel emissions are assumed to be constant throughout the year.

For preindustrial carbonaceous aerosol emissions, only 10% of the modern day
global emission from open biomass burning is assumed to occur in the preindustrial
period. Preindustrial biofuel emissions are assumed to be 20% of the modern level
based on population proxy. Fossil fuel sources are neglected for the preindustrial
period. With the lack of future emission scenarios for carbonaceous aerosols and
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following the method of the IPCC Assessment Report, future emission inventories
for carbonaceous aerosols are constructed by using the ratio of the source strength of
CO in 2025, 2025, 2075, and 2100. Future emission inventories for CO are given by
SRES. Because IPCC SRES emission scenarios for CO do not provide a breakdown
of CO emissions by source category, the use of scaling implicitly assumes that the
ratio of emission of CO by biomass burning and by fossil fuel burning remain roughly
constant.

2.3 Direct Radiative Forcing and Aerosol Optical Properties

Direct radiative forcing is calculated as the difference in the solar irradiance at
the top of atmosphere (TOA) and at the surface with and without the presence
of aerosols. Longwave forcing is neglected as it is expected to be small for the
aerosols studied here [Haywood et al., 1997]. The forcing is calculated on-line using the
radiation model embedded in the GISS GCM [Lacis and Hansen, 1974; Hansen et al.,
1983; Lacis and Mishchenko, 1995; Tegen et al., 2000]. Reflection, absorption, and
transmission by aerosols are calculated using the single Gauss point doubling/adding
radiative transfer model. The correlated k-distribution method is used to compute
absorption by gases for 6 solar and 25 thermal intervals [Lacis and Oinas , 1991]. The
radiation time step in the model is 5 hours. The radiative forcing calculations do not
feed back into the GCM climate, so that the same meteorological fields are used for
all time periods.

A total of six simulations are carried out to calculate direct radiative forcing, one
for each of the year 1800 (preindustrial), 2000, 2025, 2050, 2075, and 2100 using the
emissions inventories described in Section 2.2. For each simulation, online aerosol
concentrations are calculated following the methodology described in Section 2.1.
Direct radiative forcing is calculated online during each simulation by making five
calls to the radiation scheme at each radiation time step (5 hours). During all calls
to the radiation scheme and for all years, greenhouse gas concentrations are kept
constant at the 1980s level (340 ppm of CO2 and 1.6 ppm of CH4). For the first call
to the radiation scheme, online concentrations of SO2−

4 /NH+
4 /NO−

3 /H2O aerosol are
used for the shortwave radiative flux calculations. Online concentrations of OC are
used for the second call the radiation scheme. Then online concentrations of BC are
used for the third call the radiation scheme. In the fourth call, online concentrations
of SO2−

4 /NH+
4 /NO−

3 /H2O, OC, and BC are all used and the aerosols are assumed to
be internally mixed. For the first four calls to the radiation scheme, the radiative
fluxes are archived for diagnostics and do not affect the climate simulation. Finally,
in the fifth call to the radiation scheme, no aerosol is included in the radiative flux
calculations. The radiative forcings of SO2−

4 /NH+
4 /NO−

3 /H2O, OC, BC, and the in-
ternal mixture are calculated as the differences in shortwave fluxes of the first, second,
third, and fourth and those of the fifth calls to the radiation scheme, respectively.
Radiative forcing for the external mixture of SO2−

4 /NH+
4 /NO−

3 /H2O, OC, and BC is
the arithmetic sum of the radiative forcings of SO2−

4 /NH+
4 /NO−

3 /H2O, OC, and BC.
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Anthropogenic contributions to direct radiative forcings are calculated as the differ-
ences between radiative forcings of the aerosol in the year 2000, 2025, 2050, 2075,
2100 and those of the preindustrial period.

As pointed out earlier, the mixing state of black carbon with other aerosols is
important in determining its radiative effect [Chýlek et al., 1995; Haywood et al.,
1997; Myhre et al., 1998; Jacobson, 2000]. To bound the impact of aerosol mixing
state on direct radiative forcing, two limiting cases are considered. In one case, each
aerosol component (sulfate, organic carbon, black carbon) is assumed to be contained
in physically separate particles, forming an external mixture. In the other case, each
particle consists of a homogeneous mixture of all species present, i.e. the aerosols
are internally mixed. An alternative microphysical representation is to treat each
particle that contains black carbon, organic carbon, and sulfate as a core of black
carbon surrounded by a shell of sulfate, OC, and water. As shown by Jacobson
[2000], the radiative forcing of aerosols that consist of such a core-shell model lies
between those of fully internally- and externally- mixed particles. By considering the
two extreme cases, we can estimate the range of radiative forcing values attributed
to black carbon together with other aerosol species.

Optical properties (extinction efficiency, single-scattering albedo, and asymme-
try parameter) of the aerosols are determined by Mie theory based on wavelength-
dependent refractive indices and assumed size distributions [Bohren and Huffman,
1983]. Following the recommendation of Lacis and Mishchenko [1995], the particle
size distribution is assumed to be the standard gamma distribution given by

n(r) =
(ab)(2b−1)/b

Γ[(1 − 2b)]/b]
r(1−3b)/b exp[−r/(ab)] (2)

where n(r)dr is the fraction of the particles with radii from r to r + dr, Γ is the
gamma function, and a and b are constants. One can show that the distribution
parameters a and b are equal to the area-weighted effective radius re and the effective
variance ve, respectively, i.e.

a = re =

∫

∞

0
r r2n(r)dr

∫

∞

0
r2n(r)dr

(3)

and

b = ve =

∫

∞

0
(r − re)

2r2n(r)dr
∫

∞

0
r2n(r)dr

(4)

As explained in Lacis and Mishchenko [1995], the key parameter that best describes
the radiative properties of a given size distribution is the cross-section weighted ef-
fective radius re, which is listed in Table 5 for each of the the aerosol type studied
here. We assume that the effective variance is constant at ve = 0.2 even when
particles take up water and grow to larger sizes [Tegen et al., 2000]. The assumed
effective dry radius and density, and calculated optical properties of dry aerosols
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Table 5: Aerosol Physical and Optical Properties at λ=550 nm in the Dry
State.

Aerosol Type re,dry (µm) ρ (g cm−3) σe (m2 g−1) ω g

SO2−
4 /NH+

4 /NO−

3 /H2O 0.3 1.8 4.2 1.00 0.69
OC 0.5 1.8 2.5 0.94 0.68
BC 0.1 1.0 12.5 0.38 0.47
internal mixture 0.3 · · · · · · · · · · · ·

re,dry = effective dry radius; Tegen et al. [2000].
ρ = density; d’Almeida et al. [1991].
From Mie scattering calculations: σe = extinction coefficient; ω = single
scattering albedo; g = asymmetry factor.

at λ=550 nm of each class are listed in Table 5. The calculated optical properties
are also plotted in Figure 2 as a function of wavelength. For all dry components
of the SO2−

4 /NH+
4 /NO−

3 /H2O aerosol, refractive indices of ammonium sulfate from
Toon et al. [1976] are used. Composite refractive indices of the aqueous aerosol
are the volume-averaged refractive indices of ammonium sulfate and water. Refrac-
tive indices of water are taken from d’Almeida et al. [1991]. Refractive indices of
soot in d’Almeida et al. [1991] are used for BC. Externally mixed BC is assumed
to remain dry for the purpose of optical property calculations, even if the aerosol is
hydrophilic. For externally-mixed BC, the assumption of zero water-uptake by BC
will underestimate the radiative forcing of BC. For BC internally mixed with sulfate,
the water-uptake by BC is negligible compared to the aerosol water associated with
sulfate. For an internal mixture of BC, OC, and SO2−

4 /NH+
4 /NO−

3 /H2O aerosols, the
refractive indices are calculated by volume-weighting the refractive indices of BC,
OC, ammonium sulfate, and water.

In the absence of data for OC, refractive indices for “water-soluble” aerosol from
d’Almeida et al. [1991] are used for OC. “Water-soluble” aerosols as described in
d’Almeida et al. [1991] include sulfates, nitrates, as well as water-soluble organic
aerosols. Water uptake by OC is also assumed to be the same as the water-soluble
aerosols given in d’Almeida et al. [1991]. Below 50% relative humidity, water-uptake
is assumed to be zero. Above 99%, the growth factor fg = rwet/rdry is capped at 2.52.
This treatment of water uptake is similar in magnitude to that given by Fitzgerald
[1975] and is considered to be the upper bound since not all organic compounds are
as soluble as ammonium sulfate. For the case of internally mixed aerosols, the total
amount of water uptake is equal to that of the externally mixed aerosols.

The radiative forcing results are highly dependent on the optical properties of
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Figure 2: Wavelength-dependent optical properties for aerosols in the dry state.

aerosols, and inexact optical properties are a source of uncertainties in radiative
forcing calculations. Errors in optical properties can originate from two sources.
First, the wavelength-dependent refractive indices of pure aerosol component are
not well characterized. For example, the data of soot refractive indices used for this
study from d’Almeida et al. [1991] are different from those reported by Nilsson [1979].
Another source of uncertainties in the optical properties come from the aerosol size
distribution and shape. The aerosol extinction and absorbing efficiencies are based
on Mie-scattering theory, which requires knowledge of aerosol size distributions and
applies to spherical particles only. The size distribution and shape of BC in the
atmosphere is variable depending on the source of BC and atmospheric processing.
Bond and Bergstrom [2004] indicate that most variations in model predicted direct
radiative forcing of BC can be explained by differences in optical properties and
estimated particle lifetime.
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2.4 Indirect Radiative Forcing

Several types of aerosol indirect effects have been identified, either observationally
or in theory, based on the various mechanisms through which aerosols perturb cloud
albedo. Twomey [1977] and Twomey et al. [1984] identified the first indirect effect in
which increased cloud condensation nucleus (CCN) concentrations result in increased
cloud droplet concentrations, smaller drop radii, and more reflective clouds. The
Twomey effect, which is the only indirect effect considered by the IPCC [2001],
assumes there are no aerosol-induced changes in cloud liquid water or cloud fraction.
Relaxing this assumption allows a number of secondary indirect effects in which cloud
albedo is changed through changes in liquid water content or cloud fraction [Albrecht ,
1989; Boers and Mitchell , 1994; Pincus and Baker , 1994]. Many uncertainties in cloud
activation lie in the role of aerosol chemistry [Nenes et al., 2002a]. Black carbon
aerosol may also play an important role in indirect forcing, as solar heating can affect
clouds through an alteration of the CCN spectrum [Conant et al., 2002; Nenes et al.,
2002b] or by eliciting dynamical responses in the atmosphere that reduce cloudiness
[Hansen et al., 1997; Ackerman et al., 2000]. Aerosol-cloud interactions can also
effect climate changes by redistributing radiative and latent heating either vertically
or regionally [Ramanathan et al., 2001; Roderick and Farquhar , 2002]. These aerosol
effects on precipitation have an influence on the hydrological cycle that is independent
of the TOA forcing normally used as the metric of climate forcing.

Our understanding of the indirect effects can be represented through models that
simulate aerosol-cloud-climate interactions on scales ranging from cloud parcel models
(meters) to cloud resolving models (kilometers) and ultimately to GCMs (global).
The test of our understanding will come through evaluation of the faithfulness of
these models to observations. Because spatio-temporal coarseness of GCMs does
not allow for simulation of the full range of scales involved in aerosol-cloud-climate
interactions, this strategy requires detailed process models as a basis for simpler,
larger-scale parameterizations [Nenes and Seinfeld , 2003]. The process models are
most rigorously tested in closure studies, in which detailed observations are made
of each dependent and independent variable in the model to test its accuracy over
a wide range of conditions. Ultimately, the full hierarchy of aerosol-cloud-climate
models must be evaluated against observations.

Direct evidence for indirect effects (such as observed correlations between cloud
albedo and aerosol) are difficult to discern in satellite observations because the pre-
dicted albedo perturbation is small relative to the strong spatio-temporal variability
of cloud properties. Despite these difficulties, evidence of the Twomey effect has
been suggested by several satellite studies that show compelling correlations between
aerosol and cloud properties. The most clear relationship is a decrease in effective
radius at cloud top in regions of high aerosol column burden [Nakajima et al., 2001;
Bréon et al., 2002; Schwartz et al., 2002; Harshvardhan et al., 2002]. Nakajima et al.
[2001] sees a correlation between column aerosol and cloud optical depth, which is a
more direct measure of the effect on cloud albedo. Clouds forming downwind of lo-
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calized aerosol sources are seen to suppress precipitation [Rosenfeld , 2000]. However,
the secondary indirect effects on cloud fraction and liquid water path remain elusive
from the satellite observations. Analysis of satellite observations show little relation-
ship [Nakajima et al., 2001] or a regionally variable one [Han et al., 2002]. Coakley
and Walsh [2002], using AVHRR data, found that ship tracks are most often associ-
ated with a 15%-20% decrease in cloud liquid water, resulting in a small or negligible
change in albedo relative to the unperturbed cloud. Even though this result may
be an artifact related to aerosol-induced changes in cloud fraction [Ackerman et al.,
2003], the aerosol impact on cloud structure is clear from these ship track studies.

The aerosol properties that control cloud albedo, such as CCN spectrum, are not
directly observed in satellite studies, but are instead retrieved from variations in esti-
mated cloud drop concentration [Han et al., 2002], predicted from transport models
[Schwartz et al., 2002; Harshvardhan et al., 2002], or obtained from non-coincident,
non-vertically resolved satellite retrievals [Nakajima et al., 2001; Bréon et al., 2002].
Likewise, statistical relationships found between aerosol and cloud properties may be
influenced by meteorological patterns that are correlated with aerosol transport. This
is particularly important, as variations in cloud dynamics (e.g. updraft velocity at
cloud base, cloud top entrainment, subsidence strength) can exhibit a larger influence
on cloud microphysics than variations in aerosol concentration [Leaitch et al., 1996].
Several satellite studies derive liquid water path and cloud drop concentration (or
effective radius and cloud optical depth) from visible and near-infrared reflectances.
One problem with this strategy is that near-infrared reflectance is only sensitive to the
uppermost ∼100 m of the cloud, whereas visible reflectance is retrieved for the entire
cloud column. Calculations from such measurements are subject to errors related to
assumptions about the vertical distribution of cloud microphysics, the dispersion of
the cloud drop distribution (which is known to be influenced by aerosol), and layers
of aerosol above cloud. Brenguier et al. [2000] and Brenguier and Fouquart [2000]
use aircraft observations to show that simple representations of N. Atlantic marine
stratocumulus are accurate enough for certain retrieved properties; however, it has
not been demonstrated that this result is general.

The CCN spectrum, or supersaturation spectrum, is a fundamental property of
an aerosol population that describes the number of particles that are unstable to
condensational growth at a given ambient supersaturation of water vapor. Studies
attempting to reconcile observed size distributions with observed CCN spectra or
concentrations of CCN for a fixed value of supersaturation have met with varying
degrees of success. Chuang et al. [2000] and Cantrell et al. [2001] present reviews of
prior studies.

A large source of uncertainty in previous studies may lie in the role of chemical
properties of particles, especially those containing organic species [Charlson et al.,
2001; Nenes et al., 2002a]. Many aerosol-CCN comparisons implement Köhler theory
using chemical properties assuming the particles are a mixture of a pure soluble salt,
such as ammonium sulfate or sodium chloride, and insoluble material [Twomey , 1959;
Hudson and Da, 1996; Rivera-Carpio et al., 1996; Liu et al., 1996; Cantrell et al.,
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2000, 2001]. In these studies, organic aerosols are neglected [Hudson and Da, 1996],
treated as equivalent to a soluble salt [Rivera-Carpio et al., 1996], or treated as
completely insoluble [Chuang et al., 2000; Cantrell et al., 2000, 2001]. Theoretical
and laboratory studies indicate that organics may alter the activation characteristics
of aerosol by reducing the mass accommodation coefficient of water [Bigg , 1986;
Saxena et al., 1995; Feingold and Chuang , 2002] or by decreasing droplet surface
tension [Facchini et al., 1999]. Partially soluble aerosols [Shulman et al., 1996] and
soluble gases [Laaksonen et al., 1998] may also contribute to uncertainties in the
predictions of Köhler theory when the concentrations or properties of such species
are unknown.

Simple parcel theory predicts that number concentration within adiabatic cloud
regions is determined within tens of meters above cloud base, and that cloud liquid
water throughout the column is controlled by thermodynamic processes. For regions
of stratocumulus clouds that remain adiabatic, cloud drop effective radius has been
predicted to within 15% of observations from an adiabatic model, meaning that hor-
izontal mixing is not important in these regions [Pawlowska and Brenguier , 2000].
In regions where cloud liquid water is sub-adiabatic, homogeneous mixing processes
reduce effective radius and inhomogeneous mixing processes reduce number concen-
tration; the relative importance of homogeneous and inhomogeneous mixing is not
well constrained. Observations of marine stratocumulus [Pawlowska and Brenguier ,
2000] and trade cumulus [Conant et al., 2004] indicate that in most cloud regions,
inhomogeneous mixing appears to dominate over homogeneous mixing. However,
Conant et al. [2004] and others find that droplet dispersion increases with mixing,
indicating that more complex processes are involved.

An expected consequence of decreased cloud drop radius is the suppression of
precipitation, which can increase cloud liquid water and decrease net latent heating
[Albrecht , 1989]. Evidence indicates that initiation of collision-coalescence precipita-
tion formation requires effective radii larger than about 15 µm [Gerber , 1996], and
that precipitation is suppressed in clouds with high droplet concentrations relative
to clouds of the same thickness with lower droplet concentrations [Rosenfeld and
Lensky , 1998; Ferek et al., 2000; Rosenfeld , 2000]. Collision-coalescence is also in-
fluenced by cloud drop dispersion, which is sensitive to both aerosol properties and
cloud dynamics.

2.4.1 Sulfate Indirect Forcing

A total of six simulations are carried out to calculate indirect radiative forcings for
sulfate aerosol, one for each of the year 1800 (preindustrial), 2000, 2025, 2050, 2075,
and 2100 using the emissions inventories described in Section 2.2. For each simula-
tion, online aerosol concentrations of SO4 are calculated following the methodology
described in Section 2.1. Using online concentrations of SO4, the cloud optical depth
is calculated as described in the next two paragraphs. Indirect radiative forcing is
calculated online during each simulation by making two calls to the radiation scheme
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at each radiation time step. During the first call to the radiation scheme, calculated
cloud optical depths based on SO4 concentrations are used for the shortwave radiative
flux calculations. The radiative fluxes calculated during the first call to the radiation
scheme are archived for diagnostics and do not affect the climate simulation. During
the second call to the radiation scheme, cloud optical depths calculated by the base-
line case of the GISS GCM are used. The GISS GCM assumes that the cloud droplet
concentrations are constant at Nd = 60 cm−3 over ocean and Nd = 170 cm −3 over
land. Anthropogenic contributions to sulfate indirect radiative forcing are calculated
as the difference in shortwave fluxes of the first call to the radiative scheme of the
years 2000, 2025, 2050, 2075, and 2100 and those of the preindustrial period.

The cloud droplet number concentration (Nd, cm−3) is calculated as function of
the sulfate concentrations (mSO4

, µg m−3) as given by the empirical correlations of
Boucher and Lohmann [1995]:

Nd = 102.21+0.41 log10(mSO4
) Continental (5)

Nd = 102.06+0.48 log10(mSO4
) Marine (6)

Given that in the atmosphere anthropogenic sulfate is not the only source of cloud
condensation nuclei, we assume minimum cloud droplet number concentrations of 70
cm−3 and 40 cm−3 for continental and marine air masses, respectively. These values
are consistent with the measurements reported in Boucher and Lohmann [1995].

Once the cloud droplet number concentration is known, the mean volume cloud
droplet radius rvol is calculated by

rvol =

(

3LWC

4πρwaterNd

)1/3

(7)

where LWC is the cloud liquid water content (mass of water per mass of air), which
is provided by the GCM, and ρwater = 1 g cm−3 is the density of liquid water. The
radiative property of cloud size distribution is best described by the area-weighted
effective radius reff , which is related to the mean volume radius by

r3
vol = κr3

eff (8)

where κ is estimated to 0.67 and 0.80 for continental and marine air masses, respec-
tively [Martin et al., 1994]. Finally, the cloud optical depth is

τcloud =
3LWP

2ρwaterreff

(9)

In the above equation, the liquid water path LWP (mass of water per unit area) is
provided by the GCM.

One can see from Equations 5 to 9 that as human activities increase sulfate
concentration mSO4

, cloud droplet number Nd increases, leading to decreased mean
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volume radius rvol and effective radius reff and increased cloud optical depth τcloud.
Increased cloud optical depth means that more solar radiation is reflected back to
space, cooling the atmosphere. As in the case of direct radiative forcing, indirect
radiative forcing is calculated as the difference in the solar irradiance at the top of
atmosphere (TOA) and at the surface with and without the presence of sulfate.

2.4.2 Effect of Black Carbon on Indirect Forcing

The specific aspect of indirect climate forcing of aerosols that is of interest here is
to estimate the indirect forcing attributable to black carbon aerosols. When initially
emitted into the atmosphere, black carbon particles are assumed in most current
studies to be hydrophobic. By definition, hydrophobic particles will not act as cloud
condensation nuclei and therefore do not contribute to aerosol indirect forcing. It is
generally assumed that black carbon particles become coated with hydrophilic mate-
rial as they age in the atmosphere through condensation of gases, principally sulfuric
acid and volatile organics. The condensing material is generally taken to be sulfate
because of the large amount of sulfate in the atmosphere. Organic material may also
condense on black carbon particles to render them somewhat water-soluble, although
the solubility properties of organic material in the atmosphere are less well established
than those of sulfate. Once black carbon becomes coated with a soluble material, the
resulting composite particle may act as a CCN; only in this way may black carbon
play a role in indirect forcing. To fundamentally separate out the indirect global
climatic effects of black carbon aerosols from those of other aerosols, such as sulfate
and organics, one must employ a GCM that simulates both particle number and
mass distributions and treats black carbon particles explicitly. In so doing, it would
be possible to track the number of particles introduced into the atmosphere as pure
black carbon and then how these particles subsequently become hydrophilic through
accretion of soluble material. It would then be possible to determine the additional
number of atmospheric CCN that arise from black carbon particle emissions.

The approach that is still most widely used to model indirect aerosol forcing on
a global scale is to employ empirical relationships between cloud droplet number
concentration and aerosol sulfate mass [IPCC, 2001]. Using this approach, sulfate
aerosols are implicitly assumed to control indirect aerosol forcing. If black carbon
happens to be present in the sulfate particles as a result of atmospheric processing,
that black carbon acts simply as an insoluble inclusion in the particle. Since sulfate
is highly water-soluble and most sulfate particles are generally large enough to act
as CCN, the effect of the insoluble inclusion on the CCN behavior of the particles is
insignificant.

Hansen et al. [2005] have investigated the efficacies of the first and second aerosol
indirect effects, AIE1 and AIE2, via parameterizations that are included as options in
GISS GCM Model III. They define AIE1 and AIE2 as the change in cloud albedo and
the change in cloud area, respectively, due to an imposed change of aerosol amount.
Thus, AIE1 corresponds nominally to the Twomey [1977] effect of increased cloud
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albedo due to an imposed increase of cloud condensation nuclei with resulting smaller
cloud droplets and larger cloud optical depth, and AIE2 corresponds nominally to the
Albrecht [1989] effect of increased cloud cover due to an imposed increase of cloud
condensation nuclei with resulting smaller cloud drops, reduced precipitation, and
increased cloud lifetime. AIE1 and AIE2 so defined are observable as cloud albedo
per unit cloud area and cloud cover, respectively. Hansen et al. [2005] argue that
empirical data suggest AIE2 to be the dominant aerosol indirect effect.

Empirical data support both AIE1 and AIE2 effects, but their global magnitudes
are uncertain. IPCC [2001] concluded only that the global forcings each lie somewhere
between negligible and comparable in magnitude, but opposite in sign, to the forcing
by anthropogenic CO2. Hansen et al. [2005] use a parameterization of aerosol indirect
effects for low-level stratiform clouds, based in part on more complete aerosol-cloud
modeling, to investigate indirect aerosol forcing.

The parameterization is based on observed empirical effects of aerosols on cloud
droplet number concentration (Nd) [Menon and Del Genio, 2004]. They include four
time-variable aerosols: sulfate (S), nitrate (N), black carbon (BC), and organic carbon
(OC), with the distributions and histories of each of these based on simulations of
Koch et al. [1999] and Koch [2001]. They multiply cloud cover (Cc) and optical depth
(Cd), computed by the climate model without aerosol

Cc : 1 + C2 × ∆Nd × Vf (10)

Cd : 1 + C1 × ∆Nd × Vf (11)

C1 and C2 are constants, ∆Nd is the change of cloud droplet number concentration
due to added aerosols (relative to the control run for 1880), and Vf specifies the
apportionment of Nd (and thus cloud cover change) among model layers. Thus C1 and
C2 determine the magnitude of the first and second indirect effects, ∆Nd determines
the geographical distribution and temporal variations, and Vf determines the vertical
distribution. Vf was obtained from interactive aerosol-cloud simulations of Menon
and Del Genio [2004]. ∆Nd is computed from the number of added aerosols in the
region of low clouds in the GISS model, i.e., at altitudes below the 720 hPa level,
which comprises the lowest six layers in the GISS 20-layer model. ∆Nd is obtained
by computing Nd for the control run and experiment aerosol distributions, using in
both cases the empirical result from Gultepe and Isaac [1999]

Nd = 163 log10(Na) − 273 Marine (12)

Nd = 298 log10(Na) − 595 Continental (13)

where Na is the number concentration of soluble aerosols (cm−3).
Active (soluble) aerosol numbers were obtained from aerosol masses with the

assumption that the soluble fractions were 0.6/0.8, 0.8, 1, 1, 1, and densities were 1,
1, 1.77, 2, and 1.7 g cm−3 for BC, OC, sulfate, sea salt, and nitrate, respectively. The
BC soluble fraction was 0.6 for industrial (fossil fuel) BC and 0.8 for outdoor biomass
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burning BC. Mean particle sizes were taken as radius 0.052 µm over land and 0.085
µm over ocean for all particles except sea salt, whose mean radius was taken as 0.44
µm. C1 and C2 were chosen to give the correct global magnitudes for the first and
second indirect effects. Detailed aerosol-cloud-climate models yield a wide range for
the indirect effects, from very small values to several W m−2 for aerosol changes from
the preindustrial era to the present [IPCC, 2001]. Hansen et al. [2005] suggest that
the most relevant global constraints are those provided by (1) widespread observations
of damping of the amplitude of the diurnal cycle of surface air temperature [Hansen
et al., 1995], and (2) near-global satellite observations of the polarization of reflected
sunlight interpreted with the aid of a global aerosol transport model [Lohmann and
Lesins , 2002; Quass et al., 2004]. Together these constraints suggest that the AIE
is ∼ -1 W m−2 and that it is caused predominately by AIE2. Recent multi-spectral
multi-angle satellite observations of reflected sunlight [Kaufman et al., 2004] provide
support for the inference that AIE2 is the predominant indirect forcing. Hansen
et al. [1995] use observations of changes in the amplitude of the diurnal surface air
temperature cycle, in combination with global climate model simulations, to infer
a non-climatic increase of low cloud cover occurring predominately over land areas.
They infer AIE ∼ -1 W m−2 for the industrial era with AIE = -0.75 ± 0.25 W m−2

for the second half of the twentieth century, a period including 70% of anthropogenic
forcings, with most of this forcing due to an increase of low cloud cover. Satellite
measurements of the polarization of sunlight reflected by clouds are used by Lohmann
and Lesins [2002] and Quass et al. [2004] to constrain aerosol-cloud models. Their
analyses suggest that AIE1 + AIE2 ∼ -0.85 W m−2, with no numerical breakdown
but with AIE2 providing a substantial part of that forcing. Kaufman et al. [2004] use
recent observations of the satellite instruments MODIS and MISR to infer that AIE
probably is primarily due to AIE2. The Hansen et al. [2005] first transient simulation
for 1880-2003 employs AIE2 ∼ -1 W m−2 and AIE1 = 0 .

Based on these empirical analyses Hansen et al. [2005] chose values of C1 and C2

that yield forcings of the order of -1 W m−2. They found that C1 = 0.007, C2 = 0
yields a forcing AIE1 ∼ −0.77 W m−2 and C1 = 0, C2 = 0.0036 yields AIE2 ∼ −1.01
W m−2 for the assumed 1880-2000 aerosol changes in the GISS model.

Of critical interest to the present study is to associate the portions of the in-
direct aerosol effect with each aerosol type. Because of the complexity of aerosols,
with internal and external mixtures of various compositions and the idealized repre-
sentations of aerosols in climate models, it is not possible at present to accurately
apportion the indirect effect. Nevertheless, Hansen et al. [2005] make an idealized
apportionment of the indirect effect among aerosol types. Their computation in-
cludes sulfates, nitrates, black carbon and organic carbon as aerosols. They carry
out climate simulations, in which they remove individually the indirect effect of each
of the four time-variable aerosols. This was done by retaining the direct effect of all
aerosols, but excluding a specific aerosol from calculation of the aerosol indirect effect
on clouds. The results of such a run were then subtracted from the results of the
run that included the full direct and indirect effects of all aerosols. Only the effect
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of aerosols on cloud cover was considered, but its forcing (-1.01 W m−2) was such as
to approximate the estimate for the total aerosol indirect effect.

Hansen et al. [2005] conclude that with the external mixing assumption the
aerosol indirect effect is apportioned as sulfates (36%), organic carbon (36%), nitrates
(22%), black carbon (6%). But they caution that this estimate, the first of its type,
is highly uncertain. It should also be noted that the calculations of Hansen et al.
[2005] are not applicable for internal mixtures of aerosols.

The small contribution of black carbon to aerosol indirect forcing computed by
Hansen et al. is consistent with an assessment based on aerosol mixing state and
the role of BC-containing particles acting as cloud condensation nuclei. Therefore,
for the purposes of the present study, we conclude that indirect aerosol forcing by
black carbon is essentially negligible. Stated differently, the level of indirect aerosol
forcing by black carbon is of a sufficiently small magnitude that it lies well within
the uncertainty bounds of a number of the more important input parameters, such as
emissions and atmospheric mixing state.

3 Results

3.1 Global Aerosol Burdens and Concentrations

A summary of predicted global aerosol burdens is listed in Table 6 and shown in
Figure 3. For both BC and POA, the global burden scales linearly with emissions
as the lifetime of both types of aerosols are approximately 7 days regardless of the
emission rates. The global burden of POA is 4 times as large as that of BC. For
SO2−

4 /NH+
4 /NO−

3 /H2O aerosol, the global burden is dominated by water, indicating
the importance of accurately determining the water content associated with SO4,
NO3, and NH4 based on thermodynamic equilibrium; this is in contrast to a simple
water-uptake curve based on only ammonium sulfate, as in most studies. Note that
even though the SO4 burden is predicted to decrease after 2050 as SO2 emissions
decrease, the total inorganic aerosol burden is still predicted to increase due to in-
creased emissions of NOx and NH3, which contribute to increased aerosol NO3 and
NH4 burdens.

Comparison of model predicted sulfate concentrations with observations is pro-
vided by Koch et al. [1999], which use the same sulfate model and GCM as this
study. The model predicts surface concentrations of sulfate well, particularly in
North America where both magnitude and seasonality are reproduced well. Pre-
dicted sulfate concentrations in Europe are too high during summer and too low
during winter. Discrepancy is likely caused by the lack for heterogeneous oxidation
in the model. On the basis of very sparse data, the predicted sulfate concentra-
tions are about 50% too high in the free troposphere of polluted regions. Adams
et al. [1999] provide extensive comparison of modeled ammonium concentrations to
observations. For aerosol ammonium, modeled concentrations are generally within
a factor of 2 of observations. Predicted ammonium concentrations tend to be too
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Table 6: Predicted Global Aerosol Burdens (Tg)

Aerosol Preindustrial 2000 2025 2050 2075 2100

Carbonaceous
BC 0.01 0.15 0.20 0.25 0.31 0.41
POA 0.07 0.62 0.82 1.0 1.3 1.7

Inorganic
SO2−

4 0.75 2.2 3.3 3.3 2.3 2.0
NH+

4 0.11 0.52 0.78 0.89 0.94 1.0
NO−

3 0.10 0.19 0.35 0.58 1.2 1.6
H2O 2.7 7.1 9.7 10 10 12
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Figure 3: Estimates of global burden for (a) carbonaceous and (b) inorganic aerosols.

high compared with Eulerian Model Evaluation Field Study (EMEFS) data, which
include measurements at approximately 130 sites spread throughout eastern North
America [McNaughton et al., 1996]. Chung and Seinfeld [2002] indicate that model
predicted BC and OC concentrations are usually within an order of magnitude of
observations. The emission rates of BC and OC used here are a factor of 2 lower
than those of Chung and Seinfeld [2002]; therefore, the current model predictions are
still within an order of magnitude of observations. Unfortunately, constraining the
model predictions of global aerosol distribution is difficult due to lack of long term
data. Subgrid variability in measured concentrations also hinders comparison with
observations.
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3.2 Radiative Effects of Black Carbon in the Atmosphere

Of all particulate species, black carbon exerts the most complex effect on climate.
Like all aerosols, BC scatters a portion of the direct solar beam back to space, which
leads to a reduction in solar radiation reaching the surface of the Earth. This re-
duction is manifest as an increase in solar radiation reflected back to space at the
top of the atmosphere, that is, a negative radiative forcing (cooling). A portion of
the incoming solar radiation is absorbed by BC-containing particles in the air. This
absorption leads to a further reduction in solar radiation reaching the surface. At
the surface, the result of this absorption is cooling because solar radiation that would
otherwise reach the surface is prevented from doing so. However, the absorption
of radiation by BC-containing particles leads to a heating in the atmosphere itself.
Thus, absorption by BC leads to a negative radiative forcing at the surface and a pos-
itive radiative forcing in the atmosphere. Finally, the BC-containing aerosol absorbs
radiation from the diffuse upward beam of scattered radiation. This reduces the solar
radiation that is reflected back to space, leading to a positive radiative forcing at the
top of the atmosphere. This effect is particularly accentuated when BC aerosol lies
above clouds.

Top-of-atmosphere (TOA) forcing for BC is the sum of the negative forcing at
the surface due to scattering of incoming radiation and the positive forcing from
absorption of upward diffuse radiation. Note that the absorption of incoming solar
radiation by BC does not contribute to TOA forcing because it adds heat to the
atmosphere but reduces solar heating at the surface by the same amount. The net
effect of BC is to add heat to the atmosphere and decrease radiative heating of the
surface. The TOA radiative forcing for BC is the sum of the surface (negative) and
atmospheric (positive) forcing.

Considering the other aerosol species (sulfates, nitrates, organics), at the TOA,
black carbon opposes the cooling effect of the other components, but at the surface
all aerosol species, BC included, lead to a reduction in solar radiation. Thus, while
the overall net TOA radiative forcing might be modest because of the cancellation
of negative and positive effects, aerosol-induced changes in radiation at the surface
can be substantial. It has been estimated that anthropogenic absorbing aerosols can
reduce solar radiation over land areas of the Earth by 3 to 5 W m−2. Reduction
in solar radiation at the surface of this magnitude can affect the hydrological cycle,
since about 70% of solar radiation absorbed at the surface is turned into latent heat
flux of evaporation.

An indirect radiative effect of BC arises when deposition of BC-containing aerosols
over snow-covered areas lowers the albedo of the surface. And then a further reduction
in surface albedo results when the heating by absorbing BC in the snow leads to
enhanced melting [Hansen and Nazarenko, 2004; Jacobson, 2004].
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Table 7: Estimates of Anthropogenic Direct Radiative Forcing at
TOA (W m−2)

Year
Aerosol 2000 2025 2050 2075 2100

Individual Component
BC +0.39 +0.54 +0.68 +0.85 +1.15
POA -0.10 -0.14 -0.17 -0.21 -0.28
SO2−

4 /NH+
4 /NO−

3 /H2O -0.74 -1.31 -1.40 -1.25 -1.37
Mixture

External -0.44 -0.90 -0.89 -0.60 -0.49
Internal -0.10 -0.41 -0.25 +0.17 +0.49

BC contribution to Internal Mixturea

+0.75 +1.03 +1.31 +1.62 +2.13

a BC contribution to forcing of the internal mixture is calculated
as forcing of the internal mixture minus that of an external
mixture of POA and SO2−

4 /NH+
4 /NO−

3 /H2O.

Estimated present-day greenhouse gas radiative forcings [IPCC,
2001]:

CO2: +1.46 CH4: +0.48
N2O: +0.15 Halocarbons: +0.34
Total: +2.43

3.3 Direct Radiative Forcing Estimates

Estimates of global mean direct forcing are summarized in Tables 7 and 8 and
shown in Figure 4. For internally mixed aerosols, identifying the contribution of each
component to the total radiative forcing is difficult because total radiative forcing is
not a just sum of those due to individual components. For the purpose of estimating
the maximum BC contribution to direct radiative forcing, we take the direct radiative
forcing of BC in an internal mixture to be the difference in radiative forcing between
that of the internal mixture of BC, POA, and SO2−

4 /NH+
4 /NO−

3 /H2O aerosols and
that of an external mixture of POA and SO2−

4 /NH+
4 /NO−

3 /H2O aerosols. The mag-
nitude of both TOA and surface forcing for each individual species scales linearly
with predicted global burden (see Table 6 and Figure 3). Under the external mixture
assumption, the forcing efficiencies at TOA are approximately +2.8 W m−2 per Tg
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Table 8: Estimates of Anthropogenic Direct Radiative Forc-
ing at the Surface (W m−2)

Year
Aerosol 2000 2025 2050 2075 2100

Individual Component
BC -0.63 -0.87 -1.09 -1.36 -1.82
POA -0.15 -0.20 -0.26 -0.32 -0.43
SO2−

4 /NH+
4 /NO−

3 /H2O -0.70 -1.25 -1.34 -1.20 -1.31
Mixture

External -1.48 -2.32 -2.70 -2.88 -3.56
Internal -1.74 -2.67 -3.14 -3.42 -4.24

BC contribution to Internal Mixturea

-0.89 -1.22 -1.54 -1.90 2.50

a BC contribution to forcing of the internal mixture is cal-
culated as forcing of the internal mixture minus that of
and external mixture of POA and SO2−

4 /NH+
4 /NO−

3 /H2O.

of anthropogenic BC, -0.18 W m−2 per Tg of anthropogenic POA, and -0.12 W m−2

per Tg of anthropogenic SO2−
4 /NH+

4 /NO−

3 /H2O aerosol, in agreement with forcing
efficiencies determined by Chung and Seinfeld [2002]. At the surface, the forcing
efficiencies are -4.5 W m−2 per Tg of anthropogenic BC, -0.17 W m−2 per Tg of an-
thropogenic POA, and -0.11 W m−2 per Tg of anthropogenic SO2−

4 /NH+
4 /NO−

3 /H2O
aerosol. When internally mixed with other aerosols, the forcing efficiencies of BC
increase to +5.4 and -6.4 at TOA and the surface, respectively.

Referring to Figure 4, the enhanced absorption by BC-containing particles in an
internal mixture is clearly evident. The reason for the enhanced warming due to
BC in an internal mixture is that, physically, POA and SO2−

4 /NH+
4 /NO−

3 /H2O in
a sphere act as a lens that concentrates light to a focal volume. If black carbon is
in that focal volume, absorption is enhanced over that if the black carbon particles
remain separate from the other particles. [Chýlek et al., 1995; Fuller et al., 1999]. The
exact degree of enhancement is a complicated function of particle size, mass mixing
ratio, and geometrical distribution of the absorbing material within the particle. The
enhancement calculated here most likely represents an upper estimate because of the
use of the volume-averaged refractive index approximation

While cooling of SO2−
4 /NH+

4 /NO−

3 /H2O aerosol is predicted to level off after 2050
as SO2 emission decreases, warming by BC and cooling by POA are predicted to
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Figure 4: Estimates of global mean direct radiative forcings at TOA (top panel)
and at the surface (bottom panel) and for individual aerosol (left panel) and aerosol
mixtures (right panel).

29



Figure 5: Predicted geographical distributions of predicted anthropogenic con-
tribution to annual mean TOA direct radiative forcing (W m−2) for the year
2100 for (a) Externally-mixed BC, (b) Internally-mixed BC, (c) POA, and (d)
SO2−

4 /NH+
4 /NO−

3 /H2O. The global averages are given on the upper right hand corner
of each figure.

increase. For BC, anthropogenic direct radiative forcing at TOA is estimated to
increase from +0.4 to +1.1 W m−2 from year 2000 to 2100 if BC is externally mixed
with other aerosols. If BC is internally mixed with POA and SO2−

4 /NH+
4 /NO−

3 /H2O
aerosol, then the increase is from +0.7 to +2.1 W m−2. Compared to BC, the
magnitude of direct radiative forcing of anthropogenic POA is relatively small.

Under the external mixture assumption, by the year 2100, the combined effect
of BC, POA, and SO2−

4 /NH+
4 /NO−

3 /H2O aerosols is that the net cooling at TOA is
almost the same as the present day (∼0.5 W m−2); however, because of increased
absorption of solar radiation by BC in the atmosphere, the cooling at the surface is
more than doubled from -1.5 to -3.6 W m−2. Under the internal mixture assumption,
the effect of BC is even greater. In this case, the net effect of direct radiative forcing
of anthropogenic BC, POA, and SO2−

4 /NH+
4 /NO−

3 /H2O at TOA is changed from net
cooling of 0.1 W m−2 in 2000 to net warming of 0.5 W m−2 by 2100. Clearly, by 2100,
based on the SRES A2 emissions scenario direct radiative forcing of BC is predicted
to be as important as that of SO2−

4 /NH+
4 /NO−

3 /H2O aerosol.

The geographical distributions of the forcings are predicted to be similar for all
time periods. To see the maximum forcing potential, the geographical distributions
of predicted anthropogenic contribution to direct radiative forcing for the year 2100
at TOA and the surface are shown in Figures 5 and 6, respectively. As expected, the
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Figure 6: Predicted geographical distributions of predicted anthropogenic contri-
bution to annual mean direct radiative forcing at the surface (W m−2) for the
year 2100 for (a) Externally-mixed BC, (b) Internally-mixed BC, (c) POA, and (d)
SO2−

4 /NH+
4 /NO−

3 /H2O. The global averages are given on the upper right corner of
each figure.
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Figure 7: Predicted indirect radiative forcing of anthropogenic sulfate aerosol.

effect is predicted to be the greatest in continental regions where primary emissions
are high, especially in eastern China, India, and Europe. For BC, the TOA forcing is
also pronounced at high northern latitudes, where concentrations are not extremely
large, but the high underlying surface albedo due to presence of ice and snow enhances
the warming.

3.4 Indirect Radiative Forcing Estimates

Estimates of global mean indirect forcing attributable to sulfate aerosols are sum-
marized in Table 9 and shown in Figure 7. As expected, indirect radiative forcing
leads to net cooling at TOA as increased sulfate concentrations leads to increased
cloud albedo, reflecting more solar radiation back to space. Note that the magnitude
of the surface forcing is slightly greater than that at TOA because multiple reflections
within the atmospheric column prevent even more solar radiation from reaching the
surface. Indirect radiative forcing is predicted to be largest in the year 2025 as 2025
is the year of the greatest SO2 emission. Predicted geographical distribution of the
indirect forcing for 2025 is shown in Figure 8. Similar to direct radiative forcing,
indirect radiative forcing is concentrated in polluted continental regions. Notice that
by 2050, warming by direct radiative forcing of anthropogenic BC measured at TOA
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Table 9: Predicted Indirect Radiative Forcing
of Anthropogenic Sulfate Aerosol (W m−2)

2000 2025 2050 2075 2100

TOA -0.96 -1.25 -1.25 -0.99 -0.92
Surface -1.04 -1.34 -1.34 -1.06 -0.99

is predicted to exceed the cooling by indirect radiative forcing of sulfate if BC is
internally mixed with POA and SO2−

4 /NH+
4 /NO−

3 /H2O. Under the external mixing
assumption, warming by direct radiative forcing of anthropogenic BC predicted to
exceed the cooling by indirect radiative forcing of sulfate by 2100. Based on these
estimates, direct and indirect radiative forcing combined, sulfate is still more effective
in cooling the atmosphere than BC is in warming the atmosphere.

3.5 Comparison with Other Studies

Because of imprecise knowledge of BC sources and uncertainties in simulation of
aerosol removal mechanisms, any method of determining BC climate forcing based on
global chemical transport models is rather uncertain. Sato et al. [2003] proposed an
alternative empirical approach for estimating the BC amount, using sun photometer
data in the longwave (red) portion of the spectrum. This approach is based on the
fact that BC absorption exhibits a 1/λ spectral dependence over this entire wave-
length range [Bergstrom et al., 2002]. This makes it possible to distinguish BC from
other absorbing aerosols, specifically organic carbon (OC) and soil dust, which have
appreciable absorption only at λ < 600 nm [d’Almeida et al., 1991]. Sato et al. [2003]
employed the optical depths for aerosol absorption (σa) measured by AERONET
photometers [Holben et al., 2001; Dubovik et al., 2002] at more than 100 sites around
the world. They compared the aerosol absorption measured by AERONET with the
aerosol absorption in the aerosol climatologies of Koch [2001] and Chin et al. [2002].

The aerosol compositions were treated by Sato et al. [2003] as if they were exter-
nally mixed in the aerosol climatologies and in the radiative forcing calculations. This
assumption does not affect the resulting estimate for the BC climate forcing, because
both the forcing and the AERONET-measured σa depend on the BC absorption, not
the BC mass. However, it means that, because internally mixed BC is more effective
at absorption [Chýlek et al., 1995; Jacobson, 2001], the BC mass is somewhat less
than obtained in the externally mixed approximation.

While BC is the aerosol species most responsible for absorption of solar radiation,
OC [Krivacsy et al., 2001] and soil dust [d’Almeida et al., 1991] are also significant
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Figure 8: Geographical distribution of predicted indirect radiative forcing of anthro-
pogenic sulfate aerosol for the year 2025.
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absorbers, especially in the ultraviolet region. Therefore, Sato et al. [2003] accounted
for the absorption of these latter species as well as possible, before attempting to
infer BC absorption from AERONET observations.

Sato et al. [2003] conclude that there is more atmospheric absorption by BC
aerosols than has generally been realized. This could not be the case if either the
AERONET measurements are inaccurate, with excessively large absorption, or there
is another strong absorber at the red wavelengths, in addition to BC. Aerosol absorp-
tion is summarized in the single scatter albedo, ω. At the AERONET sites, mostly
continental, the mean value of ω decreases monotonically from 0.914 at 670 nm to
0.897 at 1020 nm.

If there is an unidentified material providing the absorption, the absorber would
need to have properties similar to those of BC in the sense of providing comparable
absorption at all three AERONET channels between 670 and 1020 nm. Hansen
et al. [2000] show that aerosols and water vapor accurately reproduce atmospheric
transmission data and Kaufman et al. [2002] use AERONET measurements to show
that there is no significant non-aerosol absorption in spectral bands without gaseous
absorption. Huffman [1996] and references cited therein, show that BC accounts for
most of the aerosol absorption in continental regions.

Sato et al. [2003] estimate the current anthropogenic BC forcing as about 0.7±0.2
W m−2. The indicated uncertainty is a subjective 1σ estimate. This BC climate
forcing is larger than the 0.3 W m−2 estimated by IPCC [2001], although IPCC’s
estimate referred only to the fossil fuel component. The derived BC climate forcing
is reasonably consistent with an estimate by Jacobson [2001] of about 0.5 W m−2 for
the fossil fuel component. It is also consistent with the estimate 0.8±0.4 W m−2 for
the total BC forcing by Hansen and Sato [2001] who included indirect BC forcings
such as reduced snow albedo. Finally, as noted earlier, Chung and Seinfeld [2002]
estimated that present-day BC direct radiative forcing lies in a range between 0.51
W m−2 (100% external mixing) and 0.8 W m−2 (100% internal mixing). As seen,
this range encompasses the 0.7 W m−2 BC forcing of Sato et al. [2003] based on
AERONET data.

Sato et al. [2003] conclude that BC aerosols cause a larger climate forcing than has
been assumed by IPCC [1996, 2001]. This large positive climate forcing has occurred
in approximately the same regions of the globe as the negative direct and indirect
climate forcings by reflective aerosols (sulfates, nitrates, and OC). Sato et al. [2003]
suggest that this large positive BC forcing provides a partial explanation for why
global warming has proceeded rapidly despite the fact that the estimated negative
(direct plus indirect) forcing by reflective aerosols is almost as large as the positive
forcing by long-lived greenhouse gases [IPCC, 2001; Hansen and Sato, 2001] . Another
air pollutant, tropospheric ozone, contributes in a similar way to BC [Hansen and
Sato, 2001].

Some have suggested that policy-makers should place at least as much emphasis
on reducing BC aerosols (“soot”) as on reducing reflective aerosols. It has even
been suggested that reducing BC aerosols may be the best strategy to slow global
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warming [Jacobson, 2002]. Reduction of BC emissions could minimize the global
warming bounce that will result from reductions in reflective aerosols. Sato et al.
[2003] argue that

“first, actions to reduce BC will also reduce OC from the same sources,
and the negative OC forcing counterbalances about half of the BC forcing.
Second, some of the actions that reduce BC and OC require reducing the
sulfur content of fuels, which will reduce the negative forcing by sulfate
aerosols. Third, reduced aerosol amounts will tend to reduce the (nega-
tive) indirect aerosol forcing due to their effects on clouds. Fourth, the
efficacy of the direct climate forcing by absorbing aerosols is less than
that for the same forcing by CO2 and other well-mixed greenhouse gases,
i.e., it is less effective in producing warming of surface air temperature
[Hansen et al., 1997]. For these reasons, the cooling effect of actions
to reduce BC emissions will be small. Nevertheless, we agree that such
actions are desirable not only to minimize the warming from expected
reductions in reflective aerosols, but also to reduce regional climate im-
pacts of BC aerosols and reduce human health and agricultural impacts
of these aerosols.”

3.6 Efficacy of Climate Forcings

The efficacy of a climate forcing can be defined as the global mean temperature
change produced by the forcing relative to the global mean temperature change pro-
duced by a CO2 forcing of the same magnitude. Hansen introduced this effective
forcing concept and terminology because it was realized that the climate effect of
pollutants such as soot and ozone was complex, depending especially on their spatial
distribution. CO2 provides an apt basis for comparison, because the anthropogenic in-
crease of atmospheric CO2 is the largest anthropogenic climate forcing [IPCC, 2001].
Attempts to slow global warming must focus primarily on restricting CO2 emissions.
Therefore, in considering the merits of reducing other forcings, it is helpful to know
their contributions to global warming relative to that of CO2. Efficacies are com-
puted based on a 100 year simulation (or longer) and therefore include all climate
feedbacks that operate on that time scale.

The climate forcing by CO2 in the present GISS Model III is at the high end of
the range estimated by IPCC [Ramaswamy et al., 2001]. Specifically, doubled CO2 in
the current model, from the 1880 value of 291 ppm to 582 ppm, yields forcing = 4.12
W m−2 (F0 = 3.78 W m−2, δT0 = 0.22K, λ = 2/3 K per W m−2). IPCC [Ramaswamy
et al., 2001] estimates forcing for doubled CO2 to be in the range 3.5-4.1 W m−2. If
the actual CO2 forcing is at the low end of this range, the GISS CO2 forcing and
simulated climate response will be reduced as much as 15%. The efficacies are not
affected substantially by the uncertainty in the CO2 forcing, because the efficacies
are defined relative to a CO2 forcing of the same magnitude, not relative to a given
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CO2 amount.

Hansen et al. [2005] report a 120-year coupled model simulation with all well-
mixed GHGs (CO2, CH4, N2O and CFCs) increased from 1880 to 2000 values that
yields ∆TS = 1.21 ± 0.02◦C for years 81-120, where the indicated uncertainty is the
standard deviation of the five ensemble members. ∆TS = 1.21◦C corresponds to an
efficacy Ea ∼ 110%. This result implies, because more than half of the GHG forcing
for that period is from CO2, that the efficacy of the non-CO2 gases is substantially
higher than 100%.

Absorbing aerosols, like BC, represent the prime climate forcing agent for which
the magnitude of radiative forcing is not necessarily a good indicator of the climate
response, that is, the efficacy can be much different from unity. Hansen et al. [2005]
find that BC aerosols from biomass burning have a calculated efficacy of 59%, while
fossil fuel BC has an efficacy of 79%. Predicted global warming is close to 1◦C when
all the BC is assumed to be in the planetary boundary layer and 0.3◦C when the BC
is all in the free troposphere. Thus the climate efficacy of BC decreases markedly
as more of the BC is found in the upper troposphere. The large change in efficacy
with the altitude of BC is due, in part, to the reduction in cloud cover that results
from heating of the layer by BC. Heating of the layer containing the aerosols lowers
cloud cover in that layer, but that heating also inhibits convection from the layer
below and, in so doing, leads to an increase in cloud cover in the layer below. Roberts
and Jones [2004] studied the climate sensitivity to fossil fuel black carbon using the
Hadley Centre GCM. They obtained a climate sensitivity of 0.56◦C per W m−2 for
BC versus 0.91◦C per W m−2 for CO2. Thus, their fossil fuel BC efficacy is about
62%, as compared with the 79% obtained by Hansen et al. [2005]. Because BC
climate efficacy is so sensitive to the altitude distribution of BC, more work will be
needed to better constrain these efficacies.

4 Discussion

Under the SRES emission scenario A2, emissions of BC and POA are expected to
increase continuously from 2000 to 2100 while emissions of SO2 are expected to decline
after 2050. Therefore, the BC contribution to total direct radiative forcing of aerosols
will become more important after 2050. Under the internal mixture assumption, by
2100, direct radiative forcing of anthropogenic BC at TOA is predicted to be +2.1 W
m−2, which almost cancels the -2.6 W m−2 due to direct radiative forcings of POA
and SO2−

4 /NH+
4 /NO−

3 /H2O aerosol and indirect radiative forcing of sulfate combined.
Given the large uncertainties of indirect forcing estimates, indirect forcing of sulfate
aerosol could be overestimated, suggesting that, if emissions are unchecked and BC is
internally mixed with other aerosols, BC can potentially cancel out the cooling effect
of other aerosols after 2050.

According to Bond et al. [2004], BC emissions from contained combustion (i.e.
fossil fuel and biofuel combustion) in North America is currently 382 Gg yr−1. The
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total population in North America is 428 million, of which about 35 million live in
California. Using population as a proxy, then current BC emissions from California
due to contained combustion are approximately 31 Gg yr−1, which is approximately
0.4% of the present-day estimated global emission of anthropogenic BC. Assuming
that radiative forcing scales linearly with emission rate, then the State of California is
responsible currently for approximately 0.4% of the global mean direct radiative forc-
ing attributable to BC. Under the external mixture assumption, fossil fuel and biofuel
BC currently emitted in California is predicted to contribute to TOA direct radiative
forcing an amount equal to +0.001 W m−2, with this forcing increasing to +0.005 W
m−2 by 2100. If BC is internally mixed with POA and SO2−

4 /NH+
4 /NO−

3 /H2O, then
the contribution from California increases to +0.002 and +0.008 W m−2 for 2000 and
2100, respectively.

Determining California’s contribution to CO2 radiative forcing is difficult because,
unlike aerosols, CO2 has a long atmospheric lifetime such that the present-day forcing
is the result of accumulation of CO2 emissions over several decades. We get an
estimate of California’s contribution to TOA direct radiative forcing of CO2 using
two simplifying assumptions: 1) the present-day United State’s contribution to TOA
direct radiative forcing of CO2 scales linearly with present-day CO2 emissions; and
2) within the U.S., each state’s contribution to CO2 forcing is proportional to its
population. These assumptions ignore CO2 emissions prior to the present day and
natural emissions of CO2, which is negligible relative to anthropogenic emissions
for the present day. From the 1995 emissions inventory of EDGAR 3 [Olivier and
Berdowski , 2001], the emissions of CO2 are approximately 2.7 × 104 Tg yr−1 and
5.6 × 103 Tg yr−1 globally and in the U.S., respectively. According the U.S. 2000
census, approximately 12% of the U.S. population live in California. Based on these
emissions estimates and population data, California’s contribution to TOA direct
radiative forcing of CO2 for the year 2000 is approximately 1.46 × 0.12 × 5.6 ×

103/2.7 × 104 = 0.04 W m−2, which is about 20 to 40 times as much as California’s
contribution to TOA direct radiative forcing of BC.

5 Summary and Conclusions

Using Scenario A2 of the Intergovernmental Panel on Climate Change Special
Report on Emission Scenarios, direct radiative forcings of anthropogenic BC, POA,
and SO2−

4 /NH+
4 /NO−

3 /H2O aerosol and indirect forcing forcing of anthropogenic sul-
fate aerosol at top of the atmosphere and at the surface have been estimated online
in the Goddard Institute for Spaces Studies General Circulation Model II-Prime for
the years 2000, 2025, 2050, 2075, and 2100. As SO2 emissions slowly decline, anthro-
pogenic BC is predicted to become an increasingly important contributor to total
direct radiative forcing over the next one hundred years if BC emissions stay uncur-
tailed. The effect of BC is especially significant radiatively if BC is assumed to be
internally mixed with POA and SO2−

4 /NH+
4 /NO−

3 /H2O aerosol. By 2075, the con-
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tribution of BC is predicted to be sufficiently large that warming by BC dominates
cooling by POA and SO2−

4 /NH+
4 /NO−

3 /H2O such that a net warming is predicted
for the internal mixture of BC, POA, and SO2−

4 /NH+
4 /NO−

3 /H2O aerosols. Even
when cooling by indirect radiative forcing of sulfate is considered at the estimated
levels (Figure 7), which are highly uncertain, warming due to internally-mixed BC
can potentially cancel the combined coolings of other aerosols. Based on popula-
tion, biofuel and fossil fuel BC emissions from California are estimated to contribute
approximately 0.4% of the global mean direct radiative forcing of anthropogenic BC.

6 Recommendations

The motivation of the present study is to obtain an estimate of the climatic effect
of black carbon emissions from the State of California. Given such an estimate, one
can then proceed to compare the relative climatic effects of CO2 and black carbon
emitted by California. This will provide state legislators with information needed
when considering CO2 and BC abatement policies motivated by future climate effects.

As in all studies of global climate effects of gases and aerosols, the most important
input is the emissions themselves. In the current study, we have estimated present-
day BC emissions from California by scaling the recent BC inventory of Bond et al.
[2004] to California on the basis of population. The extent to which this estimate is
accurate is unknown. Therefore, our first recommendation is that the State of Cali-
fornia prepare a current emissions inventory for black carbon particulate matter (We
understand that this is already underway.) Because of the role of BC particulate mat-
ter in both climate and human health effects, this endeavor is highly recommended.

A next step in this overall project is to study climatic effects on California of
greenhouse gas and aerosol radiative forcing over the next century. This would in-
volve evaluating different greenhouse gas and aerosol emission scenarios, with special
attention to the relative emissions of CO2 and black carbon. Climatic effects would
include surface temperature and precipitation rates and patterns. Such a study would
require a GCM having as fine a spatial resolution as possible, so as to be able to re-
solve climatic variations on a spatial scale of California. Currently, the finest GCM
resolutions are the order of 2◦×2.5◦ latitude by longitude, e.g., the GISS Model E
[Schmidt et al., 2005]. The results of the current study can serve as input information
to such a climate study.

In this report we have argued that indirect climatic effects of BC on cloud for-
mation are small owing to the fact that BC must become coated by soluble aerosol
material before being able to function as a CCN, and that, on a mass basis, soluble
sulfate and organic carbon substantially exceed that of BC globally. This argument
is supported by the very recent work of Hansen et al. [2005], which estimates that
about 6% of global indirect aerosol forcing can be attributed to BC. Nevertheless,
current estimates of indirect forcing, on the whole, remain quite uncertain; even
more uncertain are the contributions to indirect aerosol forcing by individual aerosol
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species. Such contributions are even more difficult to unravel because aerosols in the
atmosphere generally exist as internal mixtures. Research continues to be carried out
actively worldwide aimed at trying to understand and unravel indirect aerosol effects.
Still, the extent to which aerosol indirect forcing (by sulfates and organic aerosols
predominantly) will affect the hydrological cycle in California should be examined
using the best current aerosol/cloud parameterizations available for GCMs.
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